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Abstract

3D human pose estimation from monocular images is a highly ill-posed problem due to depth ambiguities and occlusions. Nonetheless, most existing works ignore these ambiguities and only estimate a single solution. In contrast, we generate a diverse set of hypotheses that represents the full posterior distribution of feasible 3D poses. To this end, we propose a normalizing flow based method that exploits the deterministic 3D-to-2D mapping to solve the ambiguous inverse 2D-to-3D problem. Additionally, uncertain detections and occlusions are effectively modeled by incorporating uncertainty information of the 2D detector as condition. Further keys to success are a learned 3D pose prior and a generalization of the best-of-M loss. We evaluate our approach on the two benchmark datasets Human3.6M and MPI-INF-3DHP, outperforming all comparable methods in most metrics. The implementation is available on GitHub¹.

1. Introduction

Estimating the 3D pose of a human from a single monocular image is an active research field in computer vision. It has many applications e.g. in human computer interaction, animation, medicine and surveillance. A common approach is to decouple the problem into two stages. In the first stage, a 2D pose detector is used to estimate 2D keypoints which are then lifted to 3D joint locations in the second stage. By utilizing a 2D pose detector pretrained on diverse and richly annotated data, the 3D pose estimator becomes invariant to different scenes varying in lighting, background and clothing. However, reconstructing the correct 3D pose from 2D joint detections is a highly ill-posed problem because of depth ambiguities and occluded body parts. While some ambiguities can be resolved by utilizing information from the image (e.g. difference in shading due to depth disparity) or by exploiting known proportions of the human body, such as joint angle and bone length constraints, there still remain scenarios where multiple plausible 3D poses are consistent with the same image. Fig. 1 shows such a situation where the left arm is occluded by the upper body and therefore its position cannot be determined unambiguously. Nevertheless, most existing works ignore the ambiguities by assuming that only a single solution exists. In contrast, we model monocular 3D human pose estimation as an ambiguous inverse problem with multiple feasible solutions. Thus, in this work, we propose to estimate the full posterior distribution of plausible 3D poses conditioned on a monocular image.

Recently, few methods [20, 28, 29, 35, 40] have been proposed that follow the line of research to explicitly generate multiple 3D pose hypotheses from the 2D input. However, they only consider 2D joint coordinates and ignore the uncertainty of the 2D detector. While it is reasonable to infer depth ambiguities based on 2D coordinates only, directly modeling occlusions and uncertain detections is not meaningful. Fortunately, most 2D human joint detectors

encode valuable information about uncertainties of the location of human joints in the predicted heatmaps. Instead of discarding this information, we propose to explicitly extract and utilize the uncertainties of the 2D detector from the estimated heatmaps. As shown in Fig. 1, this enables us to effectively model the uncertainties of the 2D detector together with the inherent depth ambiguities.

In this work, we propose a normalizing flow based method inspired by the framework for solving ambiguous inverse problems from Ardizzone et al. [3]. A normalizing flow [38, 46, 47] is a sequence of bijective transformations which allows evaluation in both directions. We propose to view 3D human pose estimation from a single image as an ambiguous inverse problem, since it is a deterministic forward process (i.e., projection of the 3D pose to 2D) with multiple different inverse mappings. Constructing a bijection between a 3D pose and the combination of a 2D pose with a latent vector allows to utilize the 3D-to-2D mapping (forward process) during training. Intuitively, depth information that otherwise gets lost in the forward process is encoded in the latent vector. Repeatedly sampling the latent vector and computing the inverse path of the normalizing flow generates arbitrary many 3D pose hypotheses that approximate the true posterior distribution. To incorporate the uncertainty information from the heatmaps, we employ a conditional variant of normalizing flows [4, 52]. We extract the uncertainty information by fitting 2D Gaussians to the heatmaps which are then used to form a conditioning vector. We optimize the model in both directions. The forward path learns the 3D-to-2D mapping and to produce latent vectors following a predefined distribution. For the inverse path, we utilize the 3D pose discriminator of [49] to penalize anthropometrically unfeasible poses. Additionally, we apply a loss enforcing the 3D pose hypotheses to reflect the uncertainties of the 2D detector. Motivated by common practice in particle filters, we further propose a generalization of the best-of-M loss [16] that minimizes the distance between the mean of the k best hypotheses and the corresponding ground truth.

We evaluate our approach on the two benchmark datasets Human3.6M [19] and MPI-INF-3DHP [33] and outperform all comparable methods in most metrics. Given the focus on ambiguous examples, we further evaluate on a subset of Human3.6M containing only samples with a high degree of 2D detector uncertainty. On this subset, our method outperforms the competitors by a large margin. To summarize, our contributions are:

- To the best of our knowledge, we are the first to employ a normalizing flow based method for modeling the posterior distribution of 3D poses given a single image.
- Uncertainty information from the predicted heatmaps of the 2D detector is incorporated into our method, enabling to effectively model occlusions and uncertain detections.
- We propose a generalization of the best-of-M loss that noticeably improves prediction performance.

2. Related Work

In this section, we first give an overview of recent work in 3D human pose estimation focused on two-stage approaches. Afterwards, existing methods for multi-hypotheses 3D pose generation are discussed, followed by an overview of relevant work on normalizing flows. While there has been recent interest in estimating the 3D human body shape from monocular images [5, 21, 25, 26, 30, 37, 53, 55], this work focuses on predicting the 3D locations of a set of predefined joints.

Lifting 2D to 3D: Our approach belongs to the vast body of work that estimate 3D poses from the output of a 2D pose detector [8, 9, 12, 17, 18, 31, 41, 49, 50, 51, 54]. These two-stage approaches decouple the difficult problem of 3D depth estimation from the easier 2D pose localization. Furthermore, it allows to use both indoor and in-the-wild data for training the 2D detector, which effectively reduces the bias towards sterile indoor scenes. Akhter and Black [1] learn a pose-conditioned joint angle limit prior to restrict invalid 3D pose reconstructions. They perform 3D pose estimation using an over-complete dictionary of poses. Moreno-Noguer [34] casts the problem as a regression between 2D and 3D poses represented as distance matrices. Lifting 2D to 3D joints was further sparked by Martinez et al. [32], who employ a simple fully-connected network to lift 2D detections to 3D poses, surprisingly outperforming past approaches. Due to its simplicity and strong performance, it serves as a popular baseline for many following works.

Unlike the above mentioned approaches that assume a unimodal posterior distribution and only predict a single 3D pose for each input, we are able to generate a diverse set of plausible 3D poses. Additionally, anatomical constraints are learned implicitly by utilizing a strong 3D pose discriminator. In contrast to previous works that integrate uncertainty information of the 2D detector (e.g., [7, 50, 54]), we fit a 2D Gaussian to each heatmap instead of using only the maximum value of each heatmap as confidence score, thus better capturing the uncertainty distribution.

Multi-Hypotheses 3D Human Pose Estimation: There are early works [27, 42, 43, 44] that extensively analyze and discuss the ambiguities of monocular 3D human pose estimation and sample multiple 3D poses via heuristics. More recently, Jahangiri and Yuille [20] propose to generate multiple hypotheses from a predicted seed 3D pose by uniformly sampling from learned occupancy matrices [1]. Furthermore, they impose bone length constraints and re-
Figure 2. An overview of our proposed method. We employ a normalizing flow consisting of affine coupling blocks [11] for generating multiple 3D pose hypotheses. By constructing a bijection between a 3D pose and the concatenation of a 2D pose with a latent vector, we can exploit the 3D-to-2D mapping (forward path) during training. The model is optimized in both directions, whereas at inference, only the path from 2D to 3D (inverse path) is computed. Arbitrary many 3D pose hypotheses can be generated by repeatedly sampling the latent vector from a known distribution and computing the inverse path. Uncertainty information of the 2D detector in form of fitted Gaussians is incorporated by conditioning the coupling blocks. The architecture of a single coupling block is visualized in the gray box. For visualization purposes, only the forward computation of the coupling block is shown.

Object hypotheses with 2D reprojection error larger than some threshold. Li and Lee [28] employ a mixture density network (MDN) [6] to learn the multimodal posterior distribution. The conditional mean of each Gaussian kernel then denotes one 3D pose hypothesis. Oikarinen et al. [35] utilize the semantic graph neural network of [56] to improve upon the MDN approach of [28]. Contrary to our normalizing flow based approach, the number of generated hypotheses needs to be specified a priori and is fixed for every input. Furthermore, when increasing the number of generated hypotheses, significantly more computational resources are required. Sharma et al. [40] employ a conditional variational autoencoder to synthesize diverse 3D pose hypotheses conditioned on a 2D pose detection. They also propose to derive joint-ordinal depth relations from the image to rank the 3D pose samples. In contrast to [20], our normalizing flow based approach does not need to incorporate computationally heavy rejection sampling or requires to define the number of generated 3D pose hypotheses a priori. Our method is more flexible and is able to model any posterior distribution without requiring explicit hard constraints. Moreover, we are the only ones to incorporate the uncertainty information of the 2D detector, enabling us to significantly improve on highly ambiguous cases and to inherently handle an arbitrary number of occluded joints.

**Normalizing Flows:** A normalizing flow [38, 46, 47] is a sequence of bijective transformations that transforms a simple tractable distribution into a complex target data distribution. Because of the bijectivity, evaluation in both directions is possible. Namely, sampling data from the modeled distribution as well as exact density estimation (i.e., assigning a likelihood to each data point). Most common state-of-the-art flow architectures are based on autoregressive models that utilize the Bayesian chain rule to decompose the density [10, 11, 13, 23, 36, 39]. For a more comprehensive introduction, we refer the reader to [24].

Ardizzone et al. [3] extend the real-valued non-volume preserving (Real-NVP) transformations from Dinh et al. [11] to the task of computing posteriors for ambiguous inverse problems. Given such an ambiguous inverse problem, they propose to learn the well-understood forward process in a supervised manner and encode otherwise lost information in additional latent variables. Thus, they learn a bijective mapping between the target data distribution and the joint distribution of latent variables and forward process solutions. Due to invertibility, the inverse is implicitly learned. By repeatedly sampling the latent variables from a simple tractable distribution, they can approximate the full posterior. Inspired by their work, we adopt and extend their framework for modeling the full posterior distribution of plausible 3D poses conditioned on a monocular image. We introduce a conditioning vector, a learnable prior and two additional loss functions.

To the best of our knowledge, the only previous works...
in human pose estimation utilizing normalizing flows are [5, 53, 55]. However, they employ normalizing flows as 3D pose prior and not for directly modeling the posterior distribution of 3D poses conditioned on an image.

3. Method

Our aim is to learn the full posterior distribution of plausible 3D poses conditioned on a monocular image. We follow the popular two-stage approach by first applying a state-of-the-art 2D joint detector [45] and subsequently using its output to estimate corresponding 3D pose hypotheses. The core idea is that instead of conditioning the posterior distribution only on the 2D detections, we additionally utilize uncertainty information extracted from the predicted heatmaps in a novel way. This enables to effectively model the uncertainties of the 2D detector together with the inherent depth ambiguities.

An overview of the proposed method is shown in Fig. 2. To learn the posterior distribution, we employ a normalizing flow to construct a bijective mapping between a 3D pose \( x \in \mathbb{R}^{3J} \) and the concatenation of a 2D pose \( y \in \mathbb{R}^{2J} \) with a latent vector \( z \in \mathbb{R}^{J} \), where \( J \) is the number of joints in one pose. The introduction of the latent vector \( z \) allows to utilize the well-defined forward process of projecting a 3D pose to its 2D observation during training. Intuitively, \( z \) captures depth information that is otherwise lost in the mapping from 3D to 2D. Instead of simply using the argmax of the heatmaps, we incorporate the uncertainty information of the 2D detector by conditioning the normalizing flow on Gaussians fitted to the heatmaps. At inference, the full posterior is approximated by repeatedly sampling \( z \) from the distribution of latent variables and computing the inverse path. If the forward process is simulated successfully, all generated hypotheses reproject to the corresponding 2D pose observation.

3.1. Conditional Normalizing Flow

As normalizing flow we adopt the Real-NVP [11] affine coupling block architecture. This architecture can straightforwardly be extended to incorporate a conditional input [4, 52]. A single coupling block is shown in the gray box in Fig. 2. The input \( u_{\text{in}} \) is split into two parts \( u_{\text{in},1} \) and \( u_{\text{in},2} \). Subsequently, \( u_{\text{in},1} \) and \( u_{\text{in},2} \) undergo a scale and translation transformation parameterized by the functions \( s_i \) and \( t_i \) \((i \in \{1, 2\})\) on two separate paths. The outputs \( u_{\text{out},1} \) and \( u_{\text{out},2} \) are concatenated to form the overall output of the coupling block. Given the heatmap condition \( \hat{c} \), further encoded into the conditioning vector \( c = h_\theta(\hat{c}) \), the forward path of a coupling block is defined as

\[
\begin{align*}
  u_{\text{out},2} &= u_{\text{in},2} \odot e^{s_1(u_{\text{in},1}, c)} + t_1(u_{\text{in},1}, c) \\
  u_{\text{out},1} &= u_{\text{in},1} \odot e^{s_2(u_{\text{out},2}, c)} + t_2(u_{\text{out},2}, c),
\end{align*}
\]

where \( \odot \) denotes the element-wise multiplication. The exponential function is used to prevent multiplication by zero, which ensures the invertibility of the block. Note that \( s_i \) and \( t_i \) represent functions that do not need to be invertible. The only restriction is that their produced output matches the dimensions of the data on the corresponding path in the coupling block. Instead of regressing the scale and translation coefficients separately, we employ a fully-connected network that jointly predicts them by splitting its output.

By construction, the coupling block can be trivially inverted without any computational overhead. The overall network consists of multiple chained blocks, each followed by a predefined random permutation which shuffles the path assignment of the variables. The output of the last block is split to form the 2D pose \( y \) and the latent vector \( z \).

Following Ardizzone et al. [4], we adopt a parameterized soft clamping mechanism to prevent instabilities caused by the exponential function in the coupling block. The soft clamping is defined as

\[
\sigma_\alpha(r) = \frac{2\alpha}{\pi} \arctan \frac{r}{\alpha},
\]

and is applied as the last layer of \( s_1 \) and \( s_2 \). It prevents scaling components of exploding magnitude by restricting the output to the interval \((-\alpha, \alpha)\).

3.2. Heatmap Condition

Recent 2D detectors are optimized by applying a supervised loss between the predicted heatmap and a ground-truth heatmap consisting of a 2D Gaussian centered at the joint location. This leads to the predicted heatmaps being a valuable source of uncertainty of the 2D detector. Instead of estimating 3D poses solely based on 2D joint coordinates, we incorporate the uncertainties of the 2D detector encoded in the estimated heatmaps. Specifically, we fit a 2D Gaussian to each predicted heatmap to best capture the uncertainty distribution. The fitting process is done using non-linear least squares. As initial parameters, we set the amplitude to 1, the mean of each Gaussian to the corresponding regressed 2D joint location and the covariance matrix to a diagonal matrix with \( \sigma_x^2 = \sigma_y^2 = \sigma_\theta^2 \), where \( \sigma_\theta^2 \) is the ground-truth variance used for training the 2D detector. For each image, the fitted coefficients are stacked to form a single vector. We discard the Gaussian coefficients for the hip joints, since the typical alignment of the root joint of the 3D poses heavily reduces the possible variabilities in these joints.

Thus, the heatmap conditioning vector is denoted as \( \hat{c} \in \mathbb{R}^{6(J-3)} \). We employ a fully-connected network as encoding network \( h_\theta \) that further encodes \( \hat{c} \) into \( c = h_\theta(\hat{c}) \). For the 3D pose hypotheses to best reflect the uncertainties of the 2D detector, we explicitly optimize the network to match the 2D Gaussian distributions in the \( x \) - and \( y \)-direction of the 3D hypotheses for each joint. Let
\( \Sigma \in \mathbb{R}^{2 \times 2} \) be the covariance matrix of a single joint estimated from the positions of that joint in the \( L \) produced hypotheses. Defining \( \Sigma \in \mathbb{R}^{2 \times 2} \) as the covariance matrix of the fitted 2D Gaussian of the corresponding heatmap, we minimize a masked lower bound Root Mean Square Error (RMSE) between both covariance matrices:

\[
\mathcal{L}_{\text{HM}}(\Sigma, \hat{\Sigma}) = m \cdot \bigg( \frac{1}{2} \max\left(0, \Sigma_{1,1} - \hat{\Sigma}_{1,1}\right)^2 + \max\left(0, \Sigma_{2,2} - \hat{\Sigma}_{2,2}\right)^2 + \left(\Sigma_{1,2} - \hat{\Sigma}_{1,2}\right)^2 \bigg),
\]

where the masking scalar \( m \) is defined as

\[
m = \begin{cases} 
1 & \sqrt{\Sigma_{1,1}} > \sigma_l \lor \sqrt{\Sigma_{2,2}} > \sigma_l \\
0 & \text{otherwise}
\end{cases}.
\]

Thus, the loss has no influence if the 2D detector is certain about the location of the specific joint, indicated by a fitted Gaussian with standard deviations smaller than the threshold \( \sigma_l \). To not unnecessarily restrict the network, we only penalize the diagonal entries of the covariance matrices if they are smaller than the corresponding ground-truth values.

### 3.3. Optimization

The core idea of the optimization procedure is to train the 3D-to-2D mapping (forward path) in a supervised manner, while the highly ambiguous 2D-to-3D mapping (inverse path) is learned implicitly due to the invertibility of the normalizing flow and supported by additional supervision with the inverse process. Each training iteration consists of first calculating the forward path, followed by \( L \) computations of the inverse path and two additional, one for the discriminator and one for the deterministic 3D reconstruction. The gradients from both directions are accumulated before performing a parameter update. Note that due to the Real-NVP coupling block architecture, both directions can be computed efficiently.

**Forward Path:** In the forward process, the network predicts the corresponding 2D joint detections given a 3D pose. This is optimized using the \( L_1 \) distance:

\[
\mathcal{L}_{2D} = \| y - \hat{y} \|_1,
\]

where \( y \) is the ground-truth and \( \hat{y} \) the estimated 2D observation. The estimated latent variables are optimized to follow a zero-mean isotropic Gaussian \( p_z \sim \mathcal{N}(0, I) \) and to be independent from the distribution of 2D observations \( p_Y \). Both properties are enforced by minimizing the Maximum Mean Discrepancy (MMD) [14] between the joint distribution of normalizing flow and supported by additional supervision with the inverse process. Each training iteration consists of first calculating the forward path, followed by \( L \) computations of the inverse path and two additional, one for the discriminator and one for the deterministic 3D reconstruction. The gradients from both directions are accumulated before performing a parameter update. Note that due to the Real-NVP coupling block architecture, both directions can be computed efficiently.

\[
\mathcal{L}_{\text{HM}}(\Sigma, \hat{\Sigma}) = m \cdot \bigg( \frac{1}{2} \max\left(0, \Sigma_{1,1} - \hat{\Sigma}_{1,1}\right)^2 + \max\left(0, \Sigma_{2,2} - \hat{\Sigma}_{2,2}\right)^2 + \left(\Sigma_{1,2} - \hat{\Sigma}_{1,2}\right)^2 \bigg),
\]

where the masking scalar \( m \) is defined as

\[
m = \begin{cases} 
1 & \sqrt{\Sigma_{1,1}} > \sigma_l \lor \sqrt{\Sigma_{2,2}} > \sigma_l \\
0 & \text{otherwise}
\end{cases}.
\]

Thus, the loss has no influence if the 2D detector is certain about the location of the specific joint, indicated by a fitted Gaussian with standard deviations smaller than the threshold \( \sigma_l \). To not unnecessarily restrict the network, we only penalize the diagonal entries of the covariance matrices if they are smaller than the corresponding ground-truth values.

Following [3], we block the gradients of \( \mathcal{L}_{\text{HM}} \) with respect to \( y \) to prevent the predictions of \( y \) from deteriorating.

**Inverse Path:** Given a 2D pose \( y \), a latent vector \( z \) is drawn from the base distribution \( p_z \) and concatenated to form the input \( [y, z] \) of the inverse path. By repeatedly sampling \( z \sim p_z \), arbitrary many 3D pose hypotheses can be created. Although \( \mathcal{L}_{2D} \) and \( \mathcal{L}_{\text{MMD}} \) are in theory sufficient to best approximate the true posterior distribution [3], we apply additional losses to the inverse path to improve convergence. To penalize geometrically unfavorable 3D pose hypotheses, we introduce a discriminator network and adopt the Improved Wasserstein GAN training procedure of [15]. The inverse path acts as the generator by producing 3D poses that minimize the negated output of the discriminator. This loss is denoted as \( \mathcal{L}_{\text{gen}} \). The architecture of the discriminator is taken from [49], including a Kinematic Chain Space layer [48] encoding bone lengths and angular representations. Additionally, we generate a 3D pose for each 2D input by using the corresponding latent vector \( z_{\text{det}} \) produced in the forward path. Note that contrary to sampling a latent vector \( z \sim p_z \), when using the estimated latent vector \( z_{\text{det}} \), it is reasonable to apply a supervised loss \( \mathcal{L}_{\text{det}} \) linking a 2D input to a single 3D pose, since the combination of a predicted latent vector and matching 2D pose detection should correspond to the single exact solution of the ambiguous inverse problem. We minimize the \( L_1 \) distance between the ground-truth 3D pose \( x \) and the estimated 3D pose \( \hat{x}_{\text{det}} \)

\[
\mathcal{L}_{\text{det}} = \| x - \hat{x}_{\text{det}} \|_1.
\]

To further guide the optimization process, we propose a generalization of the best-of-\( M \) loss [16]. Given a set of 3D pose hypotheses \( H = \{ \hat{x}_i \}_{i=1}^M \) generated from the same 2D input, we select the subset \( H_{\text{topk}} \subseteq H \) consisting of the \( k \) pose hypotheses with the lowest Mean Per Joint Position Error (MPJPE) to the corresponding ground-truth pose \( x \). We then minimize the \( L_1 \) distance between the ground-truth pose \( x \) and the mean of the \( k \) best hypotheses:

\[
\mathcal{L}_{\text{MB}} = \left\| x - \frac{1}{k} \sum_{\hat{x} \in H_{\text{topk}}} \hat{x} \right\|_1.
\]

**Overall:** In total, the objective function of our normalizing flow is

\[
\mathcal{L}_{\text{NF}} = \mathcal{L}_{2D} + \mathcal{L}_{\text{gen}} + \lambda_{\text{MMD}} \mathcal{L}_{\text{MMD}} + \lambda_{\text{det}} \mathcal{L}_{\text{det}} + \lambda_{\text{MB}} \mathcal{L}_{\text{MB}} + \lambda_{\text{HM}} \mathcal{L}_{\text{HM}},
\]
where $\lambda_{\text{MD}}, \lambda_{\text{det}}, \lambda_{\text{MB}}$ and $\lambda_{\text{HM}}$ represent the weights of the corresponding losses. The discriminator network is optimized to distinguish between the 3D poses produced by the normalizing flow and 3D poses from the training set by minimizing the WGAN-GP objective function [15]. The encoding network $h_\theta$ is jointly optimized with the normalizing flow by propagating gradients from $L_{\text{NF}}$ through $h_\theta$.

4. Experiments

4.1. Datasets and Evaluation Metrics

Human3.6M [19] is the largest video pose dataset for 3D human pose estimation. It features 7 professional actors performing 15 different activities, such as Sitting, Walking and Smoking. For each frame, accurate 2D and 3D joint locations and camera parameters are provided. We follow the standard protocols and evaluate on every 64th frame of subjects 9 and 11. Protocol 1 computes the Mean Per Joint Position Error (MPJPE) between the reconstructed and ground-truth 3D joint coordinates directly, whereas Protocol 2 first applies a rigid alignment between the poses (PMPJPE). We additionally show results for the Correct Poses Score (CPS) metric proposed by [50]. It considers a pose as correct if and only if all joints have a Euclidean distance to the ground-truth below a threshold value $\vartheta$. CPS is then defined as the area under curve for $\vartheta \in [0 \text{ mm}, 300 \text{ mm}]$. Instead of evaluating the reconstruction joint by joint, the CPS considers the whole pose. Compared to other common metrics, it is better suited to detect wrongly estimated poses that could negatively influence downstream tasks.

Human3.6M Ambiguous (H36MA): To focus evaluation on highly ambiguous examples, we select a subset of the Human3.6M test split according to the uncertainties of the 2D detector. This subset only contains samples for which at least one fitted Gaussian has a standard deviation larger than 5 px, which holds true for 6.4% of all samples in the test split. These samples are extremely challenging since the joint detector gives inaccurate or wrong results.

MPI-INF-3DHP (3DHP) [33] is a 3D human pose dataset containing annotated images recorded in three different settings: studio with green screen, studio without green screen and outdoors. We evaluate on the test split without utilizing the training data to assess the generalization capability of our network. Following previous works, the Percentage of Correct Keypoints (PCK) under 150 mm is adopted as the metric for 3DHP.

4.2. Implementation Details

2D Detector: We use the publicly available HRNet [45] pretrained on MPII [2] as our 2D joint detector and finetune it on Human3.6M. Target ground-truth heatmaps are created with $\sigma_p = 2$ px.

Data Preprocessing: We center each 2D pose to its mean and divide it by its standard deviation. The 3D poses are processed in metres and also mean centered individually. Before evaluation, 3D poses are zero-centered around the hip joint to follow the standard protocols.

Network Details: The normalizing flow consists of 8 coupling blocks with fully-connected networks, denoted as subnetworks, as scale and translation functions. Each subnetwork upscales its input to 1024 dimensions with a fully-connected layer. This is followed by a ReLU and a second fully-connected layer with dimension 48. The condition encoding network $h_\theta$ follows the same design with 256 and 56 as output dimensions of the fully-connected layers. We set the clamping parameter inside the coupling blocks to $\alpha = 2.0$. For $L_{\text{MMD}}$, we follow [3] and employ a mixture of inverse multiquadratics kernels

$$\varphi_{\text{inv}}^{\text{M}}(v, \hat{v}) = \sum_{b \in S} \frac{b}{b + \|v - \hat{v}\|^2} \tag{10}$$

with bandwidth parameters $S = \{0.0025, 0.04, 0.81\}$.

Training: The overall network is trained for 155 epochs using Adam [22] with an initial learning rate of $1 \cdot 10^{-4}$ and momentum values $\beta_1 = 0.5$ and $\beta_2 = 0.9$. The learning rate is halved after 150 epochs, and a batch size of 64 is used. To improve optimization stability, we clip the gradients in the range $[-15, 15]$. During training, the covariance matrices are computed from $L = 200$ 3D pose hypotheses and the standard deviation threshold for the masking of $L_{\text{HM}}$ (Eq. 4) is set to $\sigma_t = 1.05 \cdot \sigma_m = 2.1$. The weights of the different losses are set to $\lambda_{\text{MD}} = 10$, $\lambda_{\text{det}} = \lambda_{\text{MB}} = 4$ and $\lambda_{\text{HM}} = 750$, and the number of best hypotheses selected in $L_{\text{MB}}$ to $k = 5$. Since we estimate 3D poses in metric scale, there needs to be a conversion factor defined to relate between covariance matrices from pose hypotheses and from heatmaps. We empirically found a good conversion factor to be $1$ px $\pm 10$ mm.

4.3. Evaluation on Human3.6M

We follow previous works and report metrics for the best 3D pose hypothesis generated by our network. This is especially reasonable for ambiguous examples, where multiple diverse 3D poses form a correct solution for the 3D pose reconstruction. Therefore, instead of validating whether predictions are equal to a specific solution, we evaluate if that specific solution is contained in the set of predictions. Additionally, we show results for 3D poses generated with an all-zero latent vector $z_0$. Since we sample $z$ from $\mathcal{N}(0, I)$ during training, such poses are approximately the highest likelihood solutions. Following [40], we produce $M = 200$ hypotheses for each 2D input. The results of our approach and other state-of-the-art methods are shown in Table 1. We

---

2Information about the exact composition of the subset can be found in the official GitHub repository.
outperform every competitor and achieve a clear improvement of 4.1% and 10.7% over the previous best scores under Protocol 1 and Protocol 2. Note that Li et al. [28] only show detailed results for $M = 5$, but state that their model performance does not significantly improve when increasing $M$. We generated the numbers for [40] under Protocol 2 (row marked with *) using their publicly available model, code and data, because they only report scores for the PMPJPE on subject 11. Outperforming the single prediction baseline of [32] with $z_0$ generated poses (i.e. $M = 1$) shows that our model is additionally able to give strong single predictions.

To evaluate the performance on highly ambiguous examples, we compute results for the challenging subset H36MA. We use the publicly available code from [40] and [28] to compare with their approaches. As is shown in Table 2, we outperform both competitors significantly and by a larger margin than on the whole test set. This emphasizes the ability of our model to generate diverse hypotheses for highly ambiguous examples. We argue that the CPS is especially meaningful in this setting, since high individual joint errors that often occur for challenging poses cannot be averaged out as in e.g. MPJPE or PCK.

### 4.4. Transfer to MPI-INF-3DHP

To assess the generalization capability of our model, we evaluate on MPI-INF-3DHP. Note that neither the 2D detector nor the normalizing flow is trained on this dataset. The results are shown in Table 3. Even though [28] use the ground-truth 2D joints provided by the dataset, we clearly outperform them in all three settings. We also achieve competitive performance compared to the weakly supervised approach from [29] that focuses on transfer learning. Our strong results for outdoor scenes further emphasize the generalization capability to different settings.

#### 4.5. Sample Diversity

**Heatmap Variance:** We visually inspect the distribution of generated joint locations and compare them with the corresponding fitted Gaussians in Fig. 3. For visualization purposes, only three hypotheses are shown for all joints except the one with the highest uncertainty. As can be seen, the uncertainties of the 2D detector are reflected in the 3D hypotheses.

**Depth Ambiguities:** Even though variance in the depth direction is not explicitly optimized, our model learns to generate feasible hypotheses with varying depth. In fact, the standard deviation of the hypotheses averaged over all joints in the test set of Human3.6M is highest in the depth direction with 42.4 mm, compared to 18.3 mm and 17.3 mm in the $x$- and $y$-directions. Ankle, elbow and wrist joints account for the highest amount of variance. A visual example of meaningful depth diversity is given in Fig. 4.

**Sample Set Size and Noise Baseline:** In Fig. 5, we plot the MPJPE on the subset H36MA with increasing number of samples. The best hypothesis performance of our model continues to improve significantly, further enlarging the gap to [40]. To validate that our approach is superior to directly...
Figure 3. The uncertainties of the 2D detector are successfully reflected in the 3D pose hypotheses. For visualization purposes, we only show the fitted Gaussian and a high number of hypotheses for the joint with highest uncertainty.

Figure 4. Depth ambiguities can be modeled together with the uncertainties of the 2D detector.

Figure 5. Evaluation results on the subset H36MA for an increasing number of hypotheses. Our model further improves and enlarges the gap to [40] and to a noise baseline.

4.6. Ablation Studies

To quantify the influence of our proposed components and loss functions, we remove them individually and show the results in Table 4. As can be seen, the removal of each component leads to a degradation in performance. When removing the heatmap condition, a large drop in the CPS can be observed. This shows that some individual joints cannot be reconstructed without the uncertainty information of the 2D detector. Providing the condition alone already leads to a significant improvement of the CPS, indicating that the network can automatically leverage the information to model ambiguities. Adding $\mathcal{L}_{HM}$ further improves all metrics. The importance of the discriminator becomes especially evident when considering the worst hypothesis error instead of the best. For example, Protocol 2 computed for the worst hypothesis deteriorates from 86.8 mm to 284.1 mm without the discriminator. Thus, the adversarial training procedure ensures the feasibility of the generated poses. Table 4 also shows the influence of the number of best hypotheses $k$ selected for computing $\mathcal{L}_{MB}$. Note that $\mathcal{L}_{MB}$ with $k = 1$ is equivalent to the typical best-of-$M$ loss.

<table>
<thead>
<tr>
<th>Method</th>
<th>MPJPE↓</th>
<th>PMPJPE↓</th>
<th>PCK↑</th>
<th>CPS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o condition</td>
<td>71.7</td>
<td>57.2</td>
<td>91.2</td>
<td>137.6</td>
</tr>
<tr>
<td>w/o $\mathcal{L}_{HM}$</td>
<td>72.4</td>
<td>56.2</td>
<td>92.2</td>
<td>157.3</td>
</tr>
<tr>
<td>w/o $\mathcal{L}_{gen}$</td>
<td>73.6</td>
<td>58.2</td>
<td>92.5</td>
<td>165.5</td>
</tr>
<tr>
<td>w/o $\mathcal{L}_{MB}$</td>
<td>76.0</td>
<td>58.5</td>
<td>91.6</td>
<td>161.4</td>
</tr>
<tr>
<td>$\mathcal{L}_{MB}(k = 1)$</td>
<td>71.8</td>
<td>54.9</td>
<td>92.6</td>
<td>167.4</td>
</tr>
<tr>
<td>$\mathcal{L}_{MB}(k = 10)$</td>
<td>70.7</td>
<td>54.9</td>
<td>93.3</td>
<td>168.3</td>
</tr>
<tr>
<td>$\mathcal{L}_{MB}(k = 50)$</td>
<td>71.0</td>
<td>55.2</td>
<td>93.1</td>
<td>168.0</td>
</tr>
<tr>
<td>Ours (Full)</td>
<td>71.0</td>
<td>54.2</td>
<td>93.4</td>
<td>171.0</td>
</tr>
</tbody>
</table>

Table 4. Ablation studies on the subset H36MA.

5. Conclusion

This paper presents a normalizing flow based method for the ambiguous inverse problem of 3D human pose estimation from 2D inputs. We exploit the bijectivity of the normalizing flow by utilizing the known 3D to 2D projection during training. By incorporating uncertainty information from the heatmaps of a 2D pose detector, valuable information is maintained which is discarded by previous approaches. As demonstrated, the generated hypotheses reflect these uncertainties and additionally show meaningful diversity along the ambiguous depth of the joints. Furthermore, the introduction of a 3D pose discriminator ensures the geometrical feasibility of the poses and a proposed generalization of the best-of-$M$ loss improves the performance. Experimental results show that our method outperforms all previous multi-hypotheses approaches in most metrics, especially on a challenging subset of Human3.6M containing highly ambiguous examples.
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