












Table 1. A comparison with the state of the art on the Helen dataset, using F1 score. As is common, scores for hair and other fine-grained
categories are omitted to aid comparison to previous work. The overall score is computed by merging the nose, brows, eyes, and mouth
categories. Training with our synthetic data achieves results in line with the state of the art, trained with real data.

Method Skin Nose Upper lip Inner mouth Lower lip Brows Eyes Mouth Overall
Guo et al. [19] AAAI’18 93.8 94.1 75.8 83.7 83.1 80.4 87.1 92.4 90.5
Wei et al. [67] TIP’19 95.6 95.2 80.0 86.7 86.4 82.6 89.0 93.6 91.6
Lin et al. [35] CVPR’19 94.5 95.6 79.6 86.7 89.8 83.1 89.6 95.0 92.4
Liu et al. [36] AAAI’20 94.9 95.8 83.7 89.1 91.4 83.5 89.8 96.1 93.1
Te et al. [64] ECCV’20 94.6 96.1 83.6 89.8 91.0 90.2 84.9 95.5 93.2
Ours (real) 95.1 94.7 81.6 87.0 88.9 81.5 87.6 94.8 91.6
Ours (synthetic) 95.1 94.5 82.3 89.1 89.9 83.5 87.3 95.1 92.0

Table 2. A comparison with the state of the art on LaPa, using F1 score. For eyes and brows, L and R are left and right. For lips, U, I, and L
are upper, inner, and lower. Training with our synthetic data achieves results in line with the state of the art, trained with real data.

Method Skin Hair L-eye R-eye U-lip I-mouth L-lip Nose L-Brow R-Brow Mean
Liu et al. [36] AAAI’20 97.2 96.3 88.1 88.0 84.4 87.6 85.7 95.5 87.7 87.6 89.8
Te et al. [64] ECCV’20 97.3 96.2 89.5 90.0 88.1 90.0 89.0 97.1 86.5 87.0 91.1
Ours (real) 97.5 86.9 91.4 91.5 87.3 89.8 89.4 96.9 89.3 89.3 90.9
Ours (synthetic) 97.1 85.7 90.6 90.1 85.9 88.8 88.4 96.7 88.6 88.5 90.1

Figure 15. Predictions before (top) and after (bottom) label adapta-
tion. The main difference is changing the jawline from a 3D-to-2D
projection to instead follow the facial outline in the image.

Figure 16. Predictions by networks trained with real (top) and
synthetic data (bottom). Note how the synthetic data network gen-
eralizes better across expression, illumination, pose, and occlusion.

around landmarks.
Label adaptation is performed using a two-layer per-

ceptron to address systematic differences between synthetic
and real landmark labels (Figure 15). This network is never
exposed to any real images during training.

Results As evaluation metrics we use: Normalized Mean
Error (NME) [53] – normalized by inter-ocular outer eye dis-
tance; and Failure Rate below a 10% error threshold (FR10%).
See Table 3 for comparisons against state of the art on 300W
dataset. It is clear that the network trained with our syn-
thetic data can detect landmarks with accuracy comparable
to recent methods trained with real data.

Table 3. Landmark localization results on the common, challenging,
and private subsets of 300W. Lower is better in all cases. Note that
0.5 FR rate translates to 3 images, while 0.17 corresponds to 1.

Common Challenging Private
Method NME NME FR10%

DenseReg [20] CVPR’17 - - 3.67
LAB [70] CVPR’18 2.98 5.19 0.83
AWING [66] ICCV’19 2.72 4.52 0.33
ODN [78] CVPR’19 3.56 6.67 -
LaplaceKL [48] ICCV’19 3.19 6.87 -
3FabRec [7] CVPR’20 3.36 5.74 0.17
Ours (real) 3.37 5.77 1.17
Ours (synthetic) 3.09 4.86 0.50

Ablation studies
No augmentation 4.25 7.87 4.00
Appearance augmentation 3.93 6.80 1.83
No hair or clothing 3.36 5.37 2.17
No clothing 3.20 5.09 1.00
No label adaptation (synth.) 5.61 8.43 4.67
No label adaptation (real) 3.44 5.71 1.17

Comparison to real data We apply our training method-
ology (including data augmentations and label adaptation) to
the the training and validation portions of the 300W dataset,
to more directly compare real and synthetic data. Table 3
clearly shows that training with synthetic data leads to better
results, even when comparing to a model trained on real data
and evaluated within-dataset.

4.4. Ablation studies

We investigate the effect of synthetic dataset size on
landmark accuracy. Figure 17 shows that landmark localiza-
tion improves as we increase the number of training images,
before starting to plateau at 100,000 images.










