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Abstract

To improve the generalization of detectors, for domain adaptive object detection (DAOD), recent advances mainly explore aligning feature-level distributions between the source and single-target domain, which may neglect the impact of domain-specific information existing in the aligned features. Towards DAOD, it is important to extract domain-invariant object representations. To this end, in this paper, we try to disentangle domain-invariant representations from domain-specific representations. And we propose a novel disentangled method based on vector decomposition. Firstly, an extractor is devised to separate domain-invariant representations from the input, which are used for extracting object proposals. Secondly, domain-specific representations are introduced as the differences between the input and domain-invariant representations. Through the difference operation, the gap between the domain-specific and domain-invariant representations is enlarged, which promotes domain-invariant representations to contain more domain-irrelevant information. In the experiment, we separately evaluate our method on the single- and compound-target case. For the single-target case, experimental results of four domain-shift scenes show our method obtains a significant performance gain over baseline methods. Moreover, for the compound-target case (i.e., the target is a compound of two different domains without domain labels), our method outperforms baseline methods by around 4%, which demonstrates the effectiveness of our method.

1. Introduction

Though object detection has achieved many advances [27, 9, 42, 19, 26, 21], when the training and test data are from different domains, these methods usually suffer from poor generalization. To this end, the task of domain adaptive object detection (DAOD) [4] has been proposed, in which a domain gap always exists between the training/source and test/target domain, e.g., different weather conditions (as shown in Fig. 1).

To address DAOD, many methods [31, 18, 35, 46] explored to reduce the domain gap by aligning the feature-level distribution of the source and single-target domain, which may neglect the impact of the domain-specific information existing in the aligned features. Towards DAOD, it is important to obtain domain-invariant representations (DIR), which is a bridge to alleviate the domain-shift impact and can help extract domain-invariant object features.

In this paper, we focus on extracting DIR. We explore to employ disentangled representation learning (DRL) [1, 24] to disentangle DIR from domain-specific representations (DSR). As a method of feature decomposition, the purpose of DRL is to uncover a set of independent factors that give rise to the current observation [6]. And these factors should contain all the information in the observation. Inspired by the idea, we explore to utilize DRL to solve DAOD and propose a novel disentangled method to extract...
DIR. Particularly, we cast DRL into a process of vector decomposition. Vector decomposition is the general process of breaking one vector into two or more vectors that add up to the original vector, which is similar in spirit to the process of disentanglement \([13]\). Thus we consider employing the idea of vector decomposition to conduct disentanglement.

Concretely, given a feature map extracted by a backbone, an extractor consisting of multiple convolutional layers is devised to separate DIR from the feature map. Next, we take the difference between the feature map and DIR as DSR. Meanwhile, a domain classifier is used to help DSR contain much more domain-specific information. Besides, one key-step of disentanglement is to keep DIR and DSR independent. In this paper, we enhance independence via a constraint of vector orthogonalization between the DIR and DSR. Finally, a region proposal network (RPN) is utilized to extract object proposals from DIR. Moreover, since the proposed method is a new feature decomposition mechanism, we should design a proper optimization to obtain DIR. To this end, based on the purpose of DRL, we break DIR into two sequential training steps, i.e., the step of feature decomposition aiming at learning disentanglement, and the step of feature orthogonalization aiming at promoting DIR and DSR to be independent. The two-step optimization could promote our model learns feature decomposition, which is beneficial for extracting DIR for DAOD.

In the experiment, we first evaluate our method on the single-target case. Next, we evaluate our method on the compound-target case \([23]\), i.e., the target is a compound of two different domains without domain labels. The significant performance gain over baselines shows the effectiveness of our disentangled method. Our code will be available at \url{https://github.com/AmingWu/VDD-DAOD}.

The contributions are summarized as follows:

1. Different from traditional disentanglement, we present a vector-decomposed disentanglement, which does not rely on the reconstruction operation to ensure the decomposed components contain all the information of input.
2. Based on vector-decomposed disentanglement, we design a new framework to solve DAOD. Meanwhile, we design a two-step training strategy to optimize our model.
3. In the experiment, our method is separately evaluated on the single- and compound-target cases. And we build two new adaptive scenes (see Fig. 1), i.e., Daytime-sunny \(\rightarrow\) Dusk-rainy and Daytime-sunny \(\rightarrow\) Night-rainy, to further verify our method. The significant performance gain over baselines shows the effectiveness of our method.

2. Related Work

**Domain Adaptive Object Detection.** Most existing methods \([39, 3, 40, 32, 44, 43]\) employ holistic representations to align the feature- or pixel-level distributions of the source and target domain. Particularly, Chen et al. \([4]\) proposed to align the global feature distributions to reduce the domain gap. Saito et al. \([29]\) proposed to align the local and global feature distributions to alleviate the domain-shift impact. Besides, the work \([16]\) utilized an encoder-decoder network to translate the style of the source domain to that of the target domain, which could be thought of as aligning the pixel-level distributions of the source and target domain. Although these methods have been demonstrated to be effective, they neglect the impact of domain-specific information existing in the aligned features, which may affect the adaptation performance. To this end, we focus on extracting domain-invariant representations for DAOD.

**Disentangled Representation Learning.** As an effective mechanism of feature decomposition, recently, DRL \([22, 2]\) has been demonstrated to be effective in many tasks, e.g., image translation \([17]\) and few-shot learning \([28]\). Particularly, the work \([17]\) employs DRL to decompose DSR to make diverse image style translation. Peng et al. \([25]\) utilize DRL to disentangle three different factors to make domain

Figure 2. Two examples of vector decomposition. (a) is the case of two components (i.e., \(\overrightarrow{OD} = \overrightarrow{OA} + \overrightarrow{OB}\)), (b) is the case of three components (i.e., \(\overrightarrow{OD} = \overrightarrow{OA} + \overrightarrow{OB} + \overrightarrow{OC}\)). Here, all these components are kept orthogonal.

Figure 3. Comparisons between the traditional method and our vector-decomposed method. Given an input \(I\), traditional disentanglement usually employs two extractors \(F\) and \(G\) to disentangle \(V_1\) and \(V_2\). And \(V_1\) and \(V_2\) should be kept independent. To promote \(V_1\) and \(V_2\) to contain all the information of \(I\), a reconstruction operation is usually employed. Here, the red arrow indicates the reconstruction operation. For vector-decomposed disentanglement, it only uses an extractor to decompose \(V_1\). The difference between \(I\) and \(V_1\) is taken as \(V_2\). Meanwhile, \(V_1\) and \(V_2\) are kept orthogonal. Besides, vector-decomposed disentanglement does not need to utilize the reconstruction operation to promote \(V_1\) and \(V_2\) to contain all the information of \(I\).
adapting classification. However, since this work only considers holistic image-level representations for classification, it could not be applied directly to object detection.

In this paper, we consider DRL from the perspective of vector decomposition. Particularly, our method only requires to devise an extractor to decompose DIR. And DSR could be obtained from the difference between the input and DIR. Experimental results on single- and compound-target DAOD demonstrate the effectiveness of our method.

3. Vector-Decomposed Disentanglement

As discussed in the section of Introduction, the purpose of vector decomposition is to break one vector into two or more components that add up to the original vector. In general, each vector can be taken as the sum of two or more other vectors. Fig. 2 shows two decomposed examples, i.e., \( \overline{O\Delta} = \overline{O\Delta} + \overline{O\Delta} \) and \( \overline{O\Delta} = \overline{O\Delta} + \overline{O\Delta} + \overline{O\Delta} \).

Obviously, vector decomposition is similar in spirit to disentanglement. And the decomposition idea is also applied to high-dimensional space. Therefore, we consider employing vector decomposition to obtain disentangled representations. Concretely, for the case of two components (Fig. 3(b)), give an input representation \( I \), we design an extractor \( F \) to decompose the first component \( V_1 \) from \( I \). Then, we take the difference between \( I \) and \( V_1 \) as the second component \( V_2 \). Here, we name the process extracting \( V_2 \) as difference decomposition.

\[
V_1 = F(I), \quad V_2 = I - V_1, \quad V_1 \perp V_2,
\]

where \( \perp \) indicates two components are orthogonal.

Compared with the traditional disentanglement (Fig. 3(a)), vector decomposition only takes the difference between the original input and decomposed components as the last component, which reduces parameters and computational costs. Moreover, the difference decomposition of obtaining the last component could make all the components contain all the information of the input, which does not rely on the reconstruction operation. In the following, we will introduce the details of vector-decomposed disentanglement for domain adaptive object detection.

4. Domain-Invariant Object Detection

For DAOD, we could access image \( x_s \) with labels \( y_s \) and bounding boxes \( b_s \), which are from the source domain. And we could also access image \( x_t \) that is from the target domain. The goal is to obtain the results of the target domain.

4.1. The Network of Disentanglement

The right part of Fig. 4 illustrates the details of vector-decomposed disentanglement, which is plugged into the domain adaptive Faster R-CNN series [29, 39, 27]. Concretely, given an image \( x^s \) and \( x^t \), we first obtain a feature map \( F_b \) that is the output of a feature extractor \( E \). Next, we define an extractor \( E_{DIR} \) to decompose domain-invariant feature \( F_{di} \) from \( F_b \). And the difference between \( F_b \) and \( F_{di} \) is taken as the domain-specific feature \( F_{ds} \).

\[
F_{di} = E_{DIR}(F_b), \quad F_{ds} = F_b - F_{di}.
\]

Here, \( E_{DIR} \) indicates the DIR extractor. The size of \( F_{di} \) and \( F_{ds} \) is set to the same as that of \( F_b \). Next, a Region Proposal Network (RPN) is performed on \( F_{di} \) to extract a set of domain-invariant proposals. Finally, for an image from the source domain, the detection loss is defined as follows:

\[
L_{det} = L_{loc} + L_{cls} + L_{rpn},
\]

where \( L_{loc} \) and \( L_{cls} \) separately indicate the bounding-box regression loss and classification loss. \( L_{rpn} \) is the loss of RPN to distinguish foreground from background and to refine bounding-box anchors.
4.2. Training with the Two-step Optimization

The goal of our method (see Eq. (1)) is to decompose a set of orthogonal components. To enhance the disentanglement ability, we break vector decomposition into two sequential steps. Specifically, we first promote models to be capable of decomposing components. Then, a constraint is imposed to promote these components to be orthogonal.

The step of feature decomposition. The step is to promote our model to decompose input features into two different components. Concretely, based on $F_{di}$, we first employ RPN to extract object proposals. Then, for a source image, the processes of detection loss are shown in Eq. (3).

Next, to promote the difference result $F_{ds}$ to contain much more domain-specific information, we utilize the adversarial training mechanism [8] and design a network $C_{ds}$ to perform domain classification. And the domain label $D$ is set to 0 for the source domain and 1 for the target domain. Finally, the loss of the first step is shown as follows:

$$L^1_{src} = L_{det} + L_{dom}(C_{ds}(F_{ds})), \quad L^1_{tgt} = L_{dom}(C_{ds}(F_{ds})), \quad (4)$$

where $L^1_{src}$ and $L^1_{tgt}$ are the objective functions of the source and target domain, respectively. $L_{dom}$ is the domain classification loss, i.e., $L_{dom} = -\sum\sum c \log \hat{D}$. $D = C_{ds}(F_{ds})$. Finally, we take the sum of $L^1_{src}$ and $L^1_{tgt}$ to optimize the entire model.

The step of feature orthogonalization. In this step, we first fix the feature extractor $E$. Then, we use the extractor $E_{DIR}$ to obtain $F_{di}$ (Eq. (2)). Next, RPN is performed on $F_{ds}$ to extract a set of object proposals.

The key idea of disentanglement [6] is to keep the disentangled components independent. Here, based on the theory of vector decomposition, we try to promote the decomposed components are orthogonal, which is equivalent to the independent operation. Thus we impose an orthogonal loss $L_{\perp}$ on the DIR and DSR. Concretely, based on object proposals, we first obtain the Roi-Alignment result $A_{di} \in \mathbb{R}^{n\times c\times h\times w}$ of $F_{di}$ and $A_{ds} \in \mathbb{R}^{n\times c\times h\times w}$ of $F_{ds}$, where $n$, $c$, $h$, and $w$ indicate the number of proposals, the number of channels, the height and width, respectively. The process of orthogonal loss is shown as follows:

$$M = (||P_{di}||^2) \odot (||P_{ds}||^2), \quad L_{\perp} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} |M[i, j]|, \quad (5)$$

where $P_{di} \in \mathbb{R}^{n\times c}$ and $P_{ds} \in \mathbb{R}^{n\times c}$ are the results of global average pooling. $\cdot \odot \cdot$, $\cdot \| \cdot$, and $\odot$ separately indicate L2-norm, the absolute value operation, and element-wise product. $M[i, j]$ indicates the value of $M \in \mathbb{R}^{n\times c}$ at the position $(i, j)$. Besides, it is worth noting that we use the alignment results instead of the overall feature map to compute the orthogonal loss, which could not only reduce computational costs but also promote our model to focus on object regions.

By minimizing the orthogonal loss, we could promote $F_{di}$ and $F_{ds}$ are independent. Since $F_{ds}$ contains more domain-specific information, this loss can promote $F_{di}$ to contain much more domain-invariant information. Finally, the loss of the second step is defined as follows:

$$L^2_{src} = L_{det} + L_{dom}(C_{ds}(F_{ds}))+ L_{\perp}, \quad L^2_{tgt} = L_{dom}(C_{ds}(F_{ds}))+ L_{\perp}, \quad (6)$$

where $L_{det}$ is the detection loss based on $A_{di}$. The sum of $L^2_{src}$ and $L^2_{tgt}$ is used to optimize certain components of the model. The processes are shown in the right part of Fig. 5. After the second training step, the decomposed DIR and DSR will be kept independent, which enhances the disentangled ability of our model.

In this paper, our model is trained in an end-to-end way. The training details are shown in Algorithm 1. Besides, for the second training step, the parameters that do not appear in the step are considered to be fixed.

4.3. Discussion about Learning DIR

For our method, we have two operations to promote to learn domain-invariant features. Firstly, the difference decomposition makes $F_{di}$ contain much less domain-relevant information. Secondly, the orthogonal loss can further promote $F_{di}$ to contain much more domain-irrelevant information. And we consider domain-irrelevant information con-
Algorithm 1 Two-step optimization for DAOD

Require:
source images \{x^s, y^s, b^s\}; target images \{x^t\}; feature extractor \(E\); DIR extractor \(E_{DIR}\); domain classifier \(D_{ds}\).

Ensure:
feature extractor \(\hat{E}\), DIR extractor \(\hat{E}_{DIR}\).

1: while not converged do
2: Sample a mini-batch from \{\(x^s, y^s, b^s\)\} and \{\(x^t\)\};
3: Feature Decomposition:
4: Compute \(L_1 = L^s_{rec} + L^s_{reg}\) (Eq. (4));
5: Update \(E, \hat{E}_{DIR}\), and \(D_{ds}\) by \(\hat{L}_1\);
6: Update RPN module, Classifier, and Regressor by \(\hat{L}_1\);
7: Feature Orthogonalization:
8: Compute \(L_2 = L^t_{rec} + L^t_{reg}\) (Eq. (6));
9: Update \(E_{DIR}, D_{ds}\) by \(\hat{L}_2\);
10: Update Classifier and Regressor by \(\hat{L}_2\);
11: end while
12: return \(\hat{E} = E; \hat{E}_{DIR} = E_{DIR}\).

5. Experiment

In the experiment, we separately evaluate our approach on single- and compound-target DAOD. For the single-target case, our method is evaluated on four domain-shift scenes, i.e., Cityscapes [5] \(\rightarrow\) FoggyCityscapes [30], PASCAL [7] \(\rightarrow\) Watercolor [14], Daytime-sunny \(\rightarrow\) Dusk-rainy, and Daytime-sunny \(\rightarrow\) Night-rainy. For the compound-target case [23], we take Daytime-sunny as the source domain and the compound of Dusk-rainy and Night-rainy as the target domain, whose goal is to adapt a model from labeled source domain to unlabeled compound target domain. All the experiments are trained in an end-to-end way.

Datasets. Cityscapes is a dataset about city street scene. It contains 2,975 images for training and 500 images for validation. FoggyCityscapes is rendered based on Cityscapes. And it shows street scene under foggy weather. We follow the setting of the work [29] and evaluate our method on the validation set. For PASCAL \(\rightarrow\) Watercolor, we utilize Pascal VOC dataset as the source domain. It contains 20 classes of images and bounding box annotations. Following the setting of the work [29], we employ Pascal VOC 2007 and 2012 training and validation splits for training, which results in about 15K images. Watercolor contains 2K images with 6 categories. The splits of the training and test set are the same as the work [29].

The Berkeley Deep Drive 100k (BDD-100k) dataset [41] consists of 100,000 driving videos. Based on this dataset, we build two new adaptive scenes. As shown in Fig. 1, for Daytime-sunny \(\rightarrow\) Dusk-rainy, we select 27,708 daytime-sunny images as the source domain and 3,501 dusk-rainy images as the target domain, whose goal is to adapt a model from Daytime-sunny \(\rightarrow\) Dusk-rainy and Night-rainy as the compound target domain. Meanwhile, we render these rainy images to enlarge the gap between the source and target domain. The number of annotation boxes is around 455,000. We evaluate the performance on the target domain. Besides, the BDD-100k dataset includes ten categories. Here, we choose seven commonly used categories, which do not include the category of light, sign, and train.

Implementation Details. We employ three convolutional layers as the domain-invariant feature extractor \(E_{DIR}\). And we separately design a network with three fully connected layers as the domain classifiers. Finally, during training, we first train our model with learning rate 0.001 for 50K iterations, then with the learning rate 0.0001 for 30K more iterations. In the test, we utilize mean average precisions (mAP) as the evaluation metric. More details can be seen in the supplementary material.

5.1. Result Analysis of Single-target DAOD

Results on FoggyCityscapes. Table 1 shows the results of FoggyCityscapes. Here, VGG16 [33] is taken as the backbone. Through plugging our disentanglement into domain adaptive Faster R-CNN methods, the performance can be improved significantly. Particularly, for SW [29] and ICCR [39], our method separately improves the performance by 3.6% and 2.6%. This demonstrates decomposing domain-invariant features is helpful for alleviating the domain-shift impact on object detection.
the FoggCityscapes dataset. Here, we take SW [29] as an example. We can see that compared with SW, our method localizes and recognizes objects existing in the foggy image accurately. This further shows our method is effective.

**Results on Watercolor.** Table 2 shows the Watercolor results. Here, we use ResNet101 [10] as the backbone. We can see plugging vector-decomposed disentanglement into SW [29] improves its performance significantly. Besides, MCAR [44] exploits multi-label object recognition as a dual auxiliary task to improve the alignment. We can see that our method outperforms MCAR by 0.6%. These all demonstrate our method is effective. And our method could alleviate the impact of the watercolor style.

The second row of Fig. 6 shows one watercolor example. We can see compared with SW, our method could localize and recognize objects accurately. These further demonstrate employing vector-decomposed disentanglement could indeed alleviate the domain-shift impact.

**Results on Dusk-rainy.** Table 3 shows the results of Dusk-rainy. ResNet101 [10] is taken as the backbone. We can see that for this scene, the adaptation performance of state-of-the-art methods, e.g., CT [43] and HTCN [3], is weak. Besides, we can also see that plugging the disentanglement into SW [29] and ICCR [39] improves their performance significantly. The performance is separately improved by 5.4% and 2.9%. This further demonstrates vector-decomposed disentanglement is capable of disentangling domain-invariant features, which is helpful for alleviating the domain-shift impact on object detection.

The first row of Fig. 7 shows three detection examples of the dusk-rainy scene. We can see that this is a challenging adaptation scene. The images are very obscure. Our method localizes and recognizes objects existing in these images accurately, which further demonstrates the effectiveness of vector-decomposed disentanglement.

**Results on Night-rainy.** Table 4 shows the results of Night-rainy. ResNet101 [10] is taken as the backbone. We can see that for this scene, the performance of many adaptation methods [3, 32, 43] is weak. For example, the mAP value of HTCN and CT is lower than 20%. Plugging the disentanglement into SW [29] and ICCR [39] improves their performance significantly. The performance is improved by 5.7% and 3.1%. Particularly, for each object category, our method outperforms SW [29] and ICCR [39]. This further demonstrates the effectiveness of vector-decomposed disentanglement.

The second row of Fig. 7 shows three detection examples of the night-rainy scene. We can see that these images are very obscure. Our method localizes and recognizes objects existing in these images accurately. This further demonstrates the effectiveness of vector-decomposed disentanglement.

Our method could localize and recognize objects existing in the two images accurately, e.g., the truck, car, person, bicycle, and bird.

<table>
<thead>
<tr>
<th>Method</th>
<th>bike</th>
<th>bird</th>
<th>car</th>
<th>cat</th>
<th>dog</th>
<th>person</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>68.8</td>
<td>46.8</td>
<td>37.2</td>
<td>32.7</td>
<td>21.3</td>
<td>60.7</td>
<td>44.6</td>
</tr>
<tr>
<td>BDC-Faster [29]</td>
<td>68.6</td>
<td>48.3</td>
<td>47.2</td>
<td>26.5</td>
<td>21.7</td>
<td>60.5</td>
<td>45.5</td>
</tr>
<tr>
<td>DAF [4]</td>
<td>75.2</td>
<td>40.6</td>
<td>48.0</td>
<td>31.5</td>
<td>20.6</td>
<td>60.0</td>
<td>46.0</td>
</tr>
<tr>
<td>WST-BSR [15]</td>
<td>75.6</td>
<td>45.8</td>
<td>49.3</td>
<td>34.1</td>
<td>30.3</td>
<td>64.1</td>
<td>49.9</td>
</tr>
<tr>
<td>MAF [11]</td>
<td>73.4</td>
<td>55.7</td>
<td>46.4</td>
<td>36.8</td>
<td>28.9</td>
<td>60.8</td>
<td>50.3</td>
</tr>
<tr>
<td>DC [20]</td>
<td>76.7</td>
<td>53.2</td>
<td>45.3</td>
<td>41.6</td>
<td>35.5</td>
<td>70.0</td>
<td>53.7</td>
</tr>
<tr>
<td>AT1 [12]</td>
<td>78.8</td>
<td>59.9</td>
<td>47.9</td>
<td>41.0</td>
<td>34.8</td>
<td>66.9</td>
<td>54.9</td>
</tr>
<tr>
<td>SCL [32]</td>
<td>82.2</td>
<td>55.1</td>
<td>51.8</td>
<td>39.6</td>
<td>38.4</td>
<td>64.0</td>
<td>55.2</td>
</tr>
<tr>
<td>MCAR [44]</td>
<td>87.9</td>
<td>52.1</td>
<td>51.8</td>
<td>41.6</td>
<td>33.8</td>
<td>68.8</td>
<td>56.0</td>
</tr>
<tr>
<td>SW [29]</td>
<td>82.3</td>
<td>55.9</td>
<td>46.5</td>
<td>32.7</td>
<td>35.5</td>
<td>66.7</td>
<td>53.3</td>
</tr>
</tbody>
</table>
| SW-VDD (ours)  | **90.0** | **56.6** | **49.2** | **39.5** | **35.5** | **65.3** | **56.6**

Table 2. Results (%) on adaptation from Pascal to Watercolor.

<table>
<thead>
<tr>
<th>Method</th>
<th>bus</th>
<th>bike</th>
<th>car</th>
<th>motor</th>
<th>person</th>
<th>rider</th>
<th>truck</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>38.6</td>
<td>21.5</td>
<td>51.7</td>
<td>12.0</td>
<td>19.7</td>
<td>13.6</td>
<td>40.9</td>
<td>28.5</td>
</tr>
<tr>
<td>CT [43]</td>
<td>35.5</td>
<td>20.3</td>
<td>50.9</td>
<td>7.9</td>
<td>21.6</td>
<td>16.1</td>
<td>34.4</td>
<td>26.7</td>
</tr>
<tr>
<td>SCL [32]</td>
<td>34.8</td>
<td>19.2</td>
<td>50.8</td>
<td>13.2</td>
<td>25.9</td>
<td>18.0</td>
<td>38.1</td>
<td>28.6</td>
</tr>
<tr>
<td>HTCN [3]</td>
<td>35.9</td>
<td>21.1</td>
<td>51.1</td>
<td>13.7</td>
<td>24.0</td>
<td>16.6</td>
<td>39.0</td>
<td>28.8</td>
</tr>
<tr>
<td>DAF [4]</td>
<td>41.6</td>
<td>27.5</td>
<td>52.3</td>
<td>16.1</td>
<td>28.5</td>
<td>21.7</td>
<td>44.8</td>
<td>33.5</td>
</tr>
<tr>
<td>SW [29]</td>
<td>40.0</td>
<td>22.8</td>
<td>51.4</td>
<td>15.4</td>
<td>26.3</td>
<td>20.3</td>
<td>44.2</td>
<td>31.5</td>
</tr>
<tr>
<td>SW-VDD</td>
<td>46.1</td>
<td>31.1</td>
<td>54.4</td>
<td>25.3</td>
<td><strong>31.0</strong></td>
<td>22.4</td>
<td>47.6</td>
<td>36.9</td>
</tr>
<tr>
<td>ICCR [39]</td>
<td>43.8</td>
<td>28.5</td>
<td>52.4</td>
<td>22.7</td>
<td>29.2</td>
<td>21.9</td>
<td>45.6</td>
<td>34.9</td>
</tr>
</tbody>
</table>
| ICCR-VDD       | **47.9** | **33.2** | **55.1** | **26.1** | **30.5** | **23.8** | **48.1** | **37.8**

Table 3. Results (%) on adaptation from Daytime-sunny to Dusk-rainy. Here, we directly run the released codes of the compared methods to obtain the results.

Figure 6. Detection results on the FoggCityscapes and Watercolor scene. ‘GT’ indicates the groundtruth result. ‘One-Step Training’ denotes we integrate all loss functions and use one optimization step to train SW-VDD. We can see that using two training steps could accurately improved by 5.4% and 2.9%. This further demonstrates extracting domain-invariant representations is helpful for alleviating the domain-shift impact. Our method

![Figure 6](image_url)
could extract domain-invariant representations effectively.

### 5.2. Ablation Analysis

Based on the single-target case, we plug our method into SW [29] to make an ablation analysis. Table 5 shows the results. We can see that for our model, employing two training steps is effective. Particularly, two-step training outperforms one-step training by 3.4% and 2.1%. This shows our optimization mechanism promotes the model to extract domain-invariant representations, which is beneficial for DAOD. In Fig. 6(d), we show two examples based on one training step. We can see using two training steps could detect objects existing in the two images accurately. Moreover, we can also see that the orthogonal loss could improve the performance significantly. This shows the orthogonal loss is indeed helpful for promoting DIR and DSR to be independent, which improves the disentangled ability.

**Compared with traditional disentanglement.** To further demonstrate the effectiveness of our method, we replace our method with the traditional disentanglement [25, 37]. Other components are kept unchanged. We employ the same training steps to optimize the model. Based on FoggyCityscapes and Watercolor dataset, the adaptation performance of the traditional disentanglement is 34.1% and 54.6%, which is weaker than our method. Besides, since our method does not include the reconstruction stage, our method owns much fewer parameters and computational costs. These all demonstrate the performance of our method outperforms the traditional disentangled method. Meanwhile, this also shows that our vector-decomposed disentanglement could extract domain-invariant features effectively, which improves the detection performance.

**Visualization analysis.** In Fig. 8, we compare DIR extracted by our disentangled method and traditional disentanglement. We find that compared with traditional disentanglement, the DIR extracted by our vector-decomposed disentanglement contains much less domain-specific information. Particularly, for these examples, we can see that the DIR extracted by the traditional disentanglement contains much more domain-specific information, e.g., the TD-DIR (Fig. 8(f)) of the bird image, which leads to the incorrect detections. This further demonstrates the effectiveness of our vector-decomposed disentanglement.

### 5.3. Result Analysis of Compound-target DAOD

For compound-target DAOD, we use the same optimization method as that of the single-target case. ResNet101...
Figure 8. Comparisons of feature maps extracted by our vector-decomposed disentanglement (VDD) and traditional disentanglement (TD). Here, ‘TD-Results’ indicates detection results of TD. ‘TD-Base’ and ‘VDD-Base’ separately indicate the feature map used for disentanglement. ‘TD-DIR’ and ‘VDD-DIR’ separately indicate the DIR extracted by TD and VDD. These examples are from the ‘Pascal VOC → Watercolor’ scene. For each feature map, the channels corresponding to the maximum value are selected for visualization.

Table 6. Results (%) on the compound target domain.

<table>
<thead>
<tr>
<th>Method</th>
<th>bus</th>
<th>bike</th>
<th>car</th>
<th>motor</th>
<th>person</th>
<th>rider</th>
<th>truck</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>35.1</td>
<td>19.3</td>
<td>44.0</td>
<td>8.8</td>
<td>17.5</td>
<td>12.8</td>
<td>37.7</td>
<td>25.0</td>
</tr>
<tr>
<td>DAF [4]</td>
<td>35.9</td>
<td>18.3</td>
<td>44.2</td>
<td>10.1</td>
<td>22.0</td>
<td>17.9</td>
<td>39.9</td>
<td>26.9</td>
</tr>
<tr>
<td>CT [43]</td>
<td>31.3</td>
<td>15.4</td>
<td>41.7</td>
<td>8.4</td>
<td>19.1</td>
<td>15.3</td>
<td>32.3</td>
<td>23.4</td>
</tr>
<tr>
<td>SCL [32]</td>
<td>32.7</td>
<td>19.7</td>
<td>44.9</td>
<td>10.5</td>
<td>22.9</td>
<td>18.5</td>
<td>38.3</td>
<td>26.8</td>
</tr>
<tr>
<td>SW [29]</td>
<td>36.9</td>
<td>20.7</td>
<td>45.1</td>
<td>6.6</td>
<td>23.1</td>
<td>16.9</td>
<td>41.5</td>
<td>27.3</td>
</tr>
<tr>
<td>ICCR [39]</td>
<td>38.8</td>
<td>20.4</td>
<td>44.6</td>
<td>11.7</td>
<td>24.7</td>
<td>15.4</td>
<td>41.6</td>
<td>28.2</td>
</tr>
<tr>
<td>SW-VDD</td>
<td>41.8</td>
<td>26.8</td>
<td>48.6</td>
<td>17.9</td>
<td>27.0</td>
<td>22.2</td>
<td>44.1</td>
<td>32.6</td>
</tr>
</tbody>
</table>

Table 7. Results (%) on the dusk-rainy scene. Here, the trained model is directly evaluated on the dusk-rainy scene.

<table>
<thead>
<tr>
<th>Method</th>
<th>bus</th>
<th>bike</th>
<th>car</th>
<th>motor</th>
<th>person</th>
<th>rider</th>
<th>truck</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>38.6</td>
<td>21.5</td>
<td>51.7</td>
<td>12.0</td>
<td>19.7</td>
<td>13.6</td>
<td>40.9</td>
<td>28.3</td>
</tr>
<tr>
<td>DAF [4]</td>
<td>39.5</td>
<td>21.0</td>
<td>51.6</td>
<td>12.6</td>
<td>24.8</td>
<td>20.5</td>
<td>42.7</td>
<td>30.4</td>
</tr>
<tr>
<td>CT [43]</td>
<td>34.9</td>
<td>17.6</td>
<td>49.8</td>
<td>11.6</td>
<td>21.9</td>
<td>15.9</td>
<td>35.6</td>
<td>27.0</td>
</tr>
<tr>
<td>SCL [32]</td>
<td>35.7</td>
<td>22.3</td>
<td>50.7</td>
<td>14.8</td>
<td>25.3</td>
<td>19.9</td>
<td>40.1</td>
<td>29.8</td>
</tr>
<tr>
<td>SW [29]</td>
<td>39.2</td>
<td>24.6</td>
<td>49.6</td>
<td>9.2</td>
<td>25.5</td>
<td>19.3</td>
<td>43.7</td>
<td>30.1</td>
</tr>
<tr>
<td>ICCR [39]</td>
<td>42.0</td>
<td>21.9</td>
<td>51.5</td>
<td>16.5</td>
<td>27.2</td>
<td>16.8</td>
<td>44.1</td>
<td>31.4</td>
</tr>
<tr>
<td>SW-VDD</td>
<td>43.7</td>
<td>30.3</td>
<td>52.7</td>
<td>22.3</td>
<td>29.7</td>
<td>24.8</td>
<td>46.4</td>
<td>35.7</td>
</tr>
</tbody>
</table>

Table 8. Results (%) on the night-rainy scene. Here, the trained model is directly evaluated on the night-rainy scene.

Meanwhile, the performance gain further demonstrates our method is capable of extracting DIR effectively.

6. Conclusion

In this paper, we propose vector-decomposed disentanglement for DAOD. We only defines an extractor to extract domain-invariant representations. Meanwhile, we do not use reconstruction to ensure the disentangled components contain all the information in the input. In the experiment, our method is separately evaluated on the single- and compound-target case. The performance gain over baselines shows the effectiveness of our method.
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