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Abstract

Many video analysis tasks require temporal localization
for the detection of content changes. However, most existing
models developed for these tasks are pre-trained on general
video action classification tasks. This is due to large scale
annotation of temporal boundaries in untrimmed videos be-
ing expensive. Therefore, no suitable datasets exist that en-
able pre-training in a manner sensitive to temporal bound-
aries. In this paper for the first time, we investigate
model pre-training for temporal localization by introducing
a novel boundary-sensitive pretext (BSP) task. Instead of re-
lying on costly manual annotations of temporal boundaries,
we propose to synthesize temporal boundaries in existing
video action classification datasets. By defining different
ways of synthesizing boundaries, BSP can then be simply
conducted in a self-supervised manner via the classification
of the boundary types. This enables the learning of video
representations that are much more transferable to down-
stream temporal localization tasks. Extensive experiments
show that the proposed BSP is superior and complemen-
tary to the existing action classification-based pre-training
counterpart, and achieves new state-of-the-art performance
on several temporal localization tasks. Please visit our web-
site for more details https://frostinassiky.github.io/bsp.

1. Introduction
Recently, the focus on video analysis has shifted be-

yond trimmed video action classification to video tempo-
ral localization. This is because in many real-world ap-
plications, instead of short (e.g., few seconds long) video
clips, long, untrimmed videos are often presented (e.g., from
social media websites as YouTube, Instagram) with both
non-interesting background and foreground contained e.g.,
a particular action of interest. This requires a video model

*Work done during an internship at Samsung AI Centre.
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Figure 1. Pre-training datasets for different tasks. The well-
established pre-training-then-fine-tuning paradigm for image and
video classification model optimization is effective thanks to the
availability of large related datasets (e.g., ImageNet and Kinetics).
For video temporal localization tasks however, existing datasets
are either too small for model pre-training or less effective due to
the lack of temporal boundary annotations. We solve this problem
by introducing a novel boundary-sensitive pretext (BSP) task.

to conduct temporal localization tasks. Examples of these
tasks include temporal action localization [65, 5], video
grounding [2, 44] and step localization [79].

As in most other visual recognition tasks, recent mod-
els designed for video temporal localization are based on
deep learning. As such, model pre-training is critical. In
particular, a two-staged model training strategy is com-
monly adopted [19, 56, 18, 4]: first, a video encoder is
pre-trained on a large action classification dataset (e.g., Ki-
netics [6]1, Sports-1M [28]), then, a temporal localization
head is trained on the target small-scale temporal localiza-

1Kinetics was created by trimming 10s clips around a frame manually
labelled as containing the target action. Therefore the rest of the untrimmed
video cannot be treated as background.
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tion dataset leaving the video encoder fixed. Thus, there is
a clear mismatch between the pre-training of the video en-
coder and the target task. Ideally, model pre-training should
be carried out on temporal boundary-sensitive tasks. How-
ever, this is not possible due to the lack of large scale video
datasets with temporal boundary annotation. This is be-
cause temporal boundaries’ labeling is much more expen-
sive and tedious than video-level class labeling due to the
need for manually examining every single frame2.

In this paper, we investigate the under-studied yet crit-
ical problem of model pre-training for temporal localiza-
tion in videos. Due to the difficulties in collecting a large-
scale video dataset with temporal boundary annotations, we
propose to synthesize large-scale untrimmed videos with
boundary annotations by transforming the existing trimmed
video action classification datasets. Once the pre-training
data problem is tackled, we focus on defining and evaluat-
ing a number of pretext tasks capable of exploiting the par-
ticularities of the synthesized data through self-supervision.

In particular, the first key challenge boils down to how to
obtain large scale training video data with temporal bound-
ary information in a scalable and cheap manner. To that end,
we introduce a simple yet effective method for generating
three types of temporal boundary at large scale using ex-
isting action classification video data (e.g.Kinetics). More
specifically, we generate artificial temporal boundaries cor-
responding to video content changes by either stitching
trimmed videos containing different classes, stitching two
video instances of the same class, or by manipulating the
speed of different parts of a video instance. The associated
pretext task used to train the video model uses supervised
classification learning, where the task is to distinguish be-
tween the types of temporal boundaries as defined above.
We experimentally show that such task offers superior per-
formance to other possible pretext tasks, such as regressing
the temporal boundary location, and that combining the dif-
ferent boundary types into a multi-class classification prob-
lem is superior to all binary classification tasks in isolation.

The following contributions are made in this work: (I)
We investigate the problem of model pre-training for tem-
poral localization tasks in videos, which is largely under-
studied yet particularly significant to video analysis. (II) We
propose a scalable video synthesis method that can gener-
ate a large number of videos with temporal boundary infor-
mation. This approach not only solves the key challenge of
lacking large pre-training data, but also facilitates the design
of model pre-training. (III) Extensive experiments show
that temporal action localization, video grounding, and step
localization tasks can significantly benefit from the pro-
posed model pre-training, yielding compelling or new state-
of-the-art performance on a number of benchmark datasets.

2Boundary annotations are 3.8× more expensive than class annota-
tions [23, 75]

2. Related work

Temporal localization tasks. Temporal localization in
videos encompasses tasks such as temporal action local-
ization (TAL), video grounding and step localization. Al-
though those tasks have their own particularities, they share
the same target: recognizing the specific point in time where
the semantic content of the video changes. TAL focuses on
predicting the temporal boundaries and class of an action
instance in untrimmed videos [23]. Instead, video ground-
ing generalizes temporal action localization by not relying
on a predefined set of action categories [2, 15, 54], the task
being to localize the segment in the video that best matches
a given language query. Step localization [79] is associated
with the detection of different actions involved in the exe-
cution of a complex task, e.g. Change tire, in instructional
videos [42]. Instructional videos are highly edited audio-
visual tutorials with aesthetical transitions and cuts.

Due to constraints on computational cost, solutions to
these tasks are usually not based on end-to-end training. In-
stead, a video encoding network is pre-trained on an action
classification task to enable large-scale training. A tempo-
ral localization model is then trained using a fixed feature
extraction backbone.

Video encoding networks. It is common among state of
the art methods to use a pre-trained network as the video
encoder. Such network is trained on a classification task us-
ing standard cross-entropy, typically on large-scale datasets
such as Kinetics [29, 71]. For example, it is common for
TAL, e.g., [33, 32, 65, 3], to use features extracted with a
two-stream [51] TSN model [58, 77]. That is, the model
comprises two TSN networks, one with ResNet50 [21]
backbone trained on RGB, and another with a BN-Inception
backbone [26] trained on Optical Flow. Other methods
use 3D CNN-based models such as two-stream I3D mod-
els [6], e.g., [20, 70], or Pseudo-3D [47], e.g., [38]. Alter-
natively, some methods exploit the temporal segment anno-
tations on the downstream temporal localization datasets to
define a classification task, and use it to pre-train the video
encoder [32, 65, 12, 44]. This results in less of a domain
gap, at the cost of large-scale training.

A few methods further add an end-to-end fine-tuning
stage directly on the downstream tasks, e.g. R-C3D [63],
PBR-net [36]. However, end-to-end training is achieved by
compromising other important aspects, e.g. using batch size
of 1, resulting in lower performance in practice.

Although an action classifier trained through cross-
entropy can represent the overall content of a video seg-
ment, a feature extractor trained in this manner is not tuned
to be sensitive to specific temporally-localized structures,
such as the start or end of an action. Instead, we propose a
boundary-sensitive self-supervised pre-training that results
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in features with the desired temporally-localized sensitivity.

Temporal localization heads. Temporal action localiza-
tion methods follow either a two-stage or a one-stage ap-
proach. Two-stage methods first generate candidate action
segments (e.g., proposals) [5, 24, 13, 37, 14], and then use
a classifier on each proposal to obtain a class score [49, 48,
70, 76, 33]. One-stage methods predict instead the tempo-
ral action boundaries or generate the proposals, and classify
them in a shared network [22, 7, 63, 69, 65, 38, 32, 3].

Video grounding is similar to temporal action localiza-
tion, but requires a language model. The current literature
can also be clustered into the two groups. (1) Proposal-
based approaches adopt a pipeline [11, 17, 34, 39, 40, 9, 68,
73]that relies first on a proposal model much like for tempo-
ral action localization, then ranks the predictions based on
their similarity with the textual query [16, 53, 8, 57, 67, 72].
(2) Proposal-free methods [2, 35, 62, 44] directly regress the
temporal boundaries of the queried moment from the multi-
modal fused feature information.

Step localization in instructional videos. The task corre-
sponds to the alignment of a set of steps required to com-
plete a task, in the form of text entries, and a video exempli-
fying such task [42]. Recently, [80] showed improved step
localization performance over multiple models when using
an actionness-based proposal generation method.

In order to show the benefit of our proposed boundary-
sensitive pre-training, we adopt a set of recent publicly-
available methods representative of the current state of the
art for these tasks: G-TAD [65], LGI [44] and 2D-TAN [74].
In order to keep a fair comparison with prior work, we
do not fine-tune the video encoding network on the down-
stream dataset. When use our BSP features in conjunction
with these models, we use the default training configura-
tions defined by the respective authors, and report the per-
formance using the provided evaluation scripts.

Self-supervised learning in videos. While current tem-
poral localization literature focuses on pre-training through
supervised learning, the rapid advancement of self-
supervised learning makes it a promising alternative to
sidestep end-to-end training [1, 4, 41, 43, 61]. Among
these, a large body of research has focused on finding effec-
tive temporal-related pretext tasks. Some works considered
frame ordering, either learning through triplets of frames
[43], through sorting a sequence [30], or by distinguishing
whether sequences are played forward or backwards [61].
Alternatively, pretext tasks related to the speed of the video
have recently become popular [4, 66, 56]. An effective vari-
ant on this theme was proposed in [27], where clips undergo
one among a set of possible augmentations, and at the same
time are also sampled at one of a set of possible frame-rates.
The pretext task is then to correctly classify both the play-

back speed and the temporal augmentation applied. Alter-
native approaches include predicting motion-related statis-
tics [55] and more direct extensions of successful image-
based contrastive learning methods to the video realm [46].

These methods exploit video-specific characteristics to
force the network to focus on the semantic content within
the video, inducing representations capturing long-term
temporal semantic relations, but forces invariance to the rel-
ative positioning of the sampled segment within the action.
They thus cannot be adopted for pre-training a temporal lo-
calization model.

3. Method

3.1. Problem context

We consider the model pre-training problem for tem-
poral localization in videos. This is the first stage of the
common first pre-train backbone, then train localization
head paradigm, and the downstream tasks in this context
include temporal action localization [65], video ground-
ing [2], and step localization [79, 80]. The vanilla pre-
training method simply conducts supervised learning on a
large video dataset (e.g., Kinetics) Dtr = {Vi}Ni=1 with ac-
tion class labels as ground-truth supervision. This brings
about action content awareness to the model. As a result,
such a pretrained model is usually superior to those with
random initialization and pretrained on image data (e.g., Im-
ageNet). However, this method is limited in capturing tem-
poral boundary information as required by temporal local-
ization tasks, because boundary annotations are not avail-
able in existing large video datasets.

To overcome the above limitation of action
classification-based pre-training, we aim to directly
address the unavailability of boundary labels in videos,
which is intuitive though non-trivial. As a large number
of video data is needed for pre-training, the method
must be scalable without expensive manual annotation.
We therefore adopt a data synthesis approach. Existing
trimmed video datasets are selected as the video source
since they exist in large scale. In our implementation,
Kinetics [6] is chosen as it is the most common selection
for vanilla pre-training of a video encoder model in the
literature. Moreover, this selection allows to avoid extra
training data which further ensures accurate evaluation and
fair comparisons.

Given trimmed video data with action class labels,
we introduce four temporal boundary concepts including
different-class boundary, same-class boundary, different-
speed boundary, same-speed boundary. They all require
zero extra annotation in video synthesis and hence enable
us to generate an arbitrary number of video samples with
boundary labels. Next, we will describe the proposed
boundary-sensitive video synthesis method.
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Figure 2. Illustration of our boundary-sensitive video synthesis. For each group of three rows we show from top to bottom: (a) a real
clip from ActivityNet with real action class boundary; (b) a clip from Kinetics-400 with no boundaries; and (c) a synthesized video by
one of the proposed methods using samples from Kinetics-400 with synthetic boundaries. (Top) Diff-class boundary (▼); two clips from
different categories are smoothly merged around frame #5. (Middle) Same-class boundary (▼); two clips from the same Kinetics category
are stitched together from frame #4. (Bottom) Diff-speed boundary (▼); a clip from Kinetics is artificially sped up from frame #4.

3.2. Boundary-sensitive video synthesis

Temporal boundary refers to a transition of shots or
scenes, or a change of action content. In this work, we con-
sider two perspectives of the video source: class semantics
and motion speed, both of which are available in Kinetics
(i.e., class label and frame rate). Four different boundary
classes are then formulated as detailed below.

(1) Diff-class boundary. This boundary is defined as the
edge between two action instances from different classes.
It is the most intuitive boundary, as typically presented in
untrimmed videos with different actions taking place con-
tinuously. To synthesize a video with this boundary, we
use two videos V1 and V2 sampled randomly from differ-
ent action categories. Specifically, we first perform uniform
frame sampling in each video, F1 = {f1,i}τ+ϵ

i=1 ⊂ V1 and
F2 = {f2,i}τ+ϵ

i=1 ⊂ V2, where f1,i (f2,i) denotes the i-th
frame from V1 (V2), and τ + ϵ frames are sampled from
each video. Then a new video Sdc = {fdc

i }2τi=1 (Fig. 2(a))

is synthesized with each frame formed as:

fdc
i =

f1,i i ∈ [1, τ − ϵ],

ω1(i)f1,i + ω2(i)f2,i−τ+ϵ i ∈ (τ − ϵ, τ + ϵ],

f2,i−τ+ϵ i ∈ (τ + ϵ, 2τ ].

(1)

where ϵ controls the period of action transition. The tran-
sition is made by a weighted blending approach with the
weights defined as ω1(i) =

1
2ϵ (τ+ϵ−i), ω2(i) =

1
2ϵ (i−τ+

ϵ). This transition injects some smoothing effect from one
action to the other. As a result, the output video Sdc elim-
inates abrupt content change, making the following model
pre-training meaningful without trivial solution.

(2) Same-class boundary. Complementary to diff-class
boundary, this aims to simulate the scenarios where the
same action happens repeatedly and continuously. This is
frequently observed in untrimmed videos with multiple dif-
ferent shots of the same action class in a row. Similarly,
we select two videos V1 and V2 from the same action class
and sample τ frames F1 = {f1,i}τi=1 and F2 = {f2,i}τi=1
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from each selected video. A new video Ssc = {fsc
i }2τi=1

(Fig. 2(b)) is synthesized by concatenation as:

fsc
i =

{
f1,i i ∈ [1, τ ],

f2,i−τ i ∈ (τ, 2τ ].
(2)

Transition is not applied in this case, since the semantic con-
tent is similar in the two input videos.

(3) Diff-speed boundary. This boundary class is moti-
vated by an observation that the speed of content change
varies from background (e.g., without action) to foreground
(e.g., with action) and from one action instance to the other.
Hence speed change entraps potentially useful temporal
boundary information. Formally, we start with sampling
a random video V = {f1, f2, . . . } from the source data.
Then, a new video Sds = {fds

i }2τi=1 with two different speed
rates (Fig. 2(c)) is generated by

fds
i =

{
fi i ≤ t (original rate),
ft+γ(i−t) i > t (new rate).

(3)

where t is the change point of speed and γ ̸= 1 denotes
the sampling rate introduced in video synthesis. When
γ ∈ (0, 1), temporal upsampling is triggered. When γ > 1,
temporal downsampling takes place. By varying γ, a large
number of speed change cases can be simulated. In case the
frame index t+ γ(i− t) is not an integer, we simply use
the nearest frame. More complex frame interpolation can
be considered which however was found to have no clear
advantage in performance.

(4) Same-speed boundary. This is introduced to serve as
a non-boundary class for conceptual completion. For this
class, the same videos from the source set are used with
the coherent original speed rate throughout all the frames in
each video. For notation consistency, we denote the videos
of this type as Sss.

Collectively, we denote all four types of boundary-
sensitive videos as S = {Sdc, Ssc, Sds, Sss}.

3.3. Boundary-sensitive pre-training

Given the boundary-sensitive video data S as generated
in Sec. 3.2, we now describe how to use them for video
model pre-training so that the pre-trained model can benefit
the temporal localization downstream tasks. For simplicity
and easy adoption of our method, we consider two com-
mon supervised learning algorithms based on the synthetic
boundary information.

Pre-training by classification (default choice). An in-
tuitive pre-training method is supervised classification by
treating each type of synthetic video as a unique class. That
is, a four-way classification task. Formally, we first label

Vanilla
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classifier classifier classifier

Long Jump
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Same-class
Diff-class
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Figure 3. Integrating BSP with vanilla action-classification
pre-training. (a) Two independently-trained feature streams pro-
duce vanilla action and BSP features that are concatenated as
output. (b) Single feature stream with two-head classification.
(c) Task specialisation enforced by feature distillation from two
teacher streams pre-trained on vanilla and BSP tasks.

a boundary class y ∈ {0, 1, 2, 3} to each video x ∈ S
according to their boundary type. With a target video
model θ, we predict the boundary classification vector p =
{p0, p1, p2, p3} for a given training video x. To pre-train
the model, we use the cross-entropy loss function. The
main merit of this method is to easily accommodate differ-
ent types of boundary supervision in a principled manner.
This allows the effective use of our synthetic video data.

Pre-training by regression. An alternative way for
pre-training with our training data is the change point
regression. For more stable learning, we convert the
ground-truth change point µ into a 1D Gaussian heatmap
y = [y1, · · · , yt, · · · , yL] as the regression target, yt =
exp [− 1

2τ (t− µ)2] for t ∈ [1, L], where we sample a snip-
pet comprising τ frames from the video with length L. Let
the model prediction output be r = [r1, · · · , rt, · · · , rL].
We minimize the smooth L1 norm of (y − r).

3.4. Integration with action classification-based
pre-training

We integrate our method with the classification-based
pre-training features for enhancing boundary awareness as
required for temporal localization downstream tasks. Three
architecture designs are considered: two-steam, two-head,
and feature distillation.

Two-stream. This design consists of two steams in par-
allel, one for action classification-based pre-training and
one for our boundary-sensitive pre-training (Fig. 3(a)). For
simplicity, we use the same backbone for both. To integrate
their information, feature concatenation is adopted at the
penultimate layer.

Two-head. In contrast to the two-stream design, this
is a more compact and efficient architecture with all lay-
ers shared for both tasks except the classification layer
(Fig. 3(b)). One implicit assumption is that the two types
of feature representation can be well fused throughout the
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feature backbone through end-to-end joint training.
Feature distillation. An alternative approach to the two-

stream or two-head network design is to employ a single
network, and to train it to produce the same features as
the independent networks through the imposition of feature
matching losses (Fig. 3(c)). In particular, let fv be the net-
work trained through standard supervision on Kinetics, and
fb a network trained in the proposed self-supervised man-
ner. We then train a single network fs and two pointwise
projection layers, h1 and h2 to minimize a feature match-
ing loss in the form of ∥fv(x) − h1(fs(x))∥22 + ∥fb(x) −
h2(fs(x))∥22, shown as the dashed line in Fig 3(c). In prac-
tice, we also use a standard cross-entropy loss on top of the
two feature matching losses.

4. Experiments
4.1. Experiment setup

Temporal localization tasks. In our evaluation, three
representative temporal localization tasks for untrimmed
videos are considered: temporal action localization [23],
video grounding [2, 15], and step localization [80].

As discussed in Sec. 2, these tasks share the same target
of recognizing the specific point in time where the semantic
content of the video changes. Solutions to the three tasks
use the same two-step training paradigm: first pre-training
the video encoder with the BSP method, followed by train-
ing the task-specific model with our BSP model frozen as
video feature extractor. This allows to explicitly examine
the quality and efficacy of model pre-training.

Datasets. We use three different video datasets to evalu-
ate the performance of temporal localization tasks.
(1) ActivityNet-1.3 [23] is a popular benchmark for temporal
action localization. It contains 19,994 annotated untrimmed
videos with 200 different action classes. The split ratio of
train:val:test is 2:1:1. Each video has an average of 1.65
action instances. Following the common practice, we train
and test the models on the training and validation set.
(2) Charades-STA [15] is a commonly used video ground-
ing dataset extended from the action recognition dataset
Charades [50]. It contains 9, 848 videos of daily indoors
activities, with 12, 408/3, 720 moment-sentence pairs in
train/test set respectively.
(3) CrossTask [79] is an instructional video dataset depict-
ing complex tasks e.g. make pancakes. We evaluate the
step localization performance in terms of actionness pre-
diction [80]. Following the evaluation protocol described
in [80], we focus on the 18 primary tasks with temporal an-
notations i.e. 2750 videos with a 3:1 train:test split ratio.

Evaluation metrics. We adopt the standard performance
metrics specific for each downstream task. For temporal ac-

Table 1. TAL on ActivityNet-1.3 validation set. “*” indicates
RGB-only Kinetics pre-trained TSM feature without fine-tuning.

Method 0.5 0.75 0.95 Average
Singh et al. [52] 34.47 - - -
Wang et al. [59] 43.65 - - -
Chao et al. [7] 38.23 18.30 1.30 20.22
SCC [22] 40.00 17.90 4.70 21.70
CDC [48] 45.30 26.00 0.20 23.80
R-C3D [63] 26.80 - - -
BSN [33] 46.45 29.96 8.02 30.03
P-GCN [70] 48.26 33.16 3.27 31.11
BMN [32] 50.07 34.78 8.29 33.85
BC-GNN [3] 50.56 34.75 9.37 34.26
G-TAD [65] 50.36 34.60 9.02 34.09
G-TAD* 50.01 35.07 8.02 34.26
G-TAD*+BSP (Ours) 50.94 35.61 7.98 34.75

tion localization, mean Average Precision (mAP) at vary-
ing temporal Intersection over Union (tIoU) thresholds is
used. Following the official evaluation setting, we report
mAP scores at three tIoU thresholds of {0.5, 0.75, 0.95}
and the average mAP over ten thresholds of [0.05 : 0.95]
with step at 0.05 for ActivityNet-1.3. For video grounding,
we report the top-1 recall at three different tIoU thresholds,
{0.3, 0.5, 0.7} for Charades-STA dataset. We also follow
LGI’s evaluation metrics [44] to report the mean tIoU be-
tween predictions and ground-truth. For step localization,
we evaluate it in terms of actionness prediction [80]. We
follow its evaluation protocol, dividing the test videos onto
non-overlapping 0.2s segments and report the framewise bi-
nary average precision (AP). Any segment associated with
a step annotation is considered as foreground (positive), and
background (negative) otherwise.

Implementation details. Throughout the experiments,
we only use RGB input to compute the video representation
since optical flow is computationally expensive and adds
complexity to the feature extraction model. However, cur-
rent standard features rely on TSN [58], which is insensitive
to time. Thus, removing the optical flow stream can have a
very negative impact. In order to alleviate this issue, we
adopt the Temporal Shift Module (TSM) architecture [31].

Given a variable-length video, we firstly sample every 8
consecutive frames as a snippet. Then we feed the snippet
into our pre-trained models, and save the features before the
fully connected layer. Thus, we obtain a set of snippet-level
feature for the untrimmed video. For language representa-
tion as required in video grounding task, the pre-processing
for text queries includes lowercase conversion and tokeniza-
tion. A pre-trained GloVe model [45] us then used to obtain
the initial 300-dimensional word embeddings. A three-layer
LSTM [25] follows to produce the sentence representation.

For the state-of-the-art temporal localization models,
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Table 2. Video grounding on Charades-STA. “*” indicates RGB-
only Kinetics pre-trained TSM feature without fine-tuning. We use
the original evaluation code of LGI and 2D-TAN. 2D-TAN does
not compute R@0.3 and mIoU, hence why it is not reported.

Method R@0.3 R@0.5 R@0.7 mIoU

CTRL [15] - 21.42 7.15 -
SMRL [60] - 24.36 9.01 -
SAP [10] - 27.42 13.36 -
MLVI [64] 54.70 35.60 15.80 -
MAN [72] - 46.53 22.72 -
DRN [71] - 53.09 31.75 -
2D-TAN [74] - 42.80 23.25 -
2D-TAN* - 48.36 27.88 -
2D-TAN*+BSP - 51.64 29.57 -
LGI* [44] 60.67 45.65 23.87 43.40
LGI*+BSP 68.76 53.63 29.27 50.55

we select G-TAD [65] for temporal action localization on
Activity-1.3, 2D-TAN [74] and LGI [44] for video ground-
ing on Charades-STA. A simple linear classifier [78] is used
for step localization in CrossTask.

4.2. Comparison to the state-of-the-art

In this section, we compare the performance of the pro-
posed BSP features under different tasks and different tem-
poral localization networks. We combine the BSP features
with those obtained using classification-based pre-training
in a two-stream manner as per Sec. 3.4.

On the TAL task, our BSP feature can significantly
boost the performance of G-TAD, see Tab. 1. Adding
BSP features increases performance by 0.93% at 0.5 IoU,
and by 0.5% at average mAP. Compared to the features
originally used by G-TAD, our method does not require
time-consuming computations to extract optical flow, nei-
ther fine-tune our video encoder on ActivityNet. To fur-
ther validate our method, we conducted experiments on
THUMOS-14 and HACS-1.1 dataset against an RGB-only
baseline. We observed a gain of +9.66% mAP@IoU=0.5
and +0.78% on AmAP respectively. Please refer to our
supplementary for details.

We also validate our BSP feature on the video ground-
ing task in Tab. 2. Our BSP benefits both an anchor-based
method such as 2D-TAN [74] and an anchor-free method
such as LGI [44]. The latter is also comparable to state-of-
the-art performance on Charades-STA. LGI follows [12] to
use a pre-trained video encoder on the downstream dataset.
For a fair comparison to BSP, we only include methods that
do not fine-tune on Charade-STA.

Table 3 showcases the results for step localization in
terms of actionness prediction. Our baseline, Linear clf.,
solely pre-trained on Kinetics400, achieves competitive re-
sults w.r.t. Zhukov et al. [80] (47.6% vs. 46.9%). Enhancing
the Linear clf. with our BSP feature boosts the performance

Table 3. Step localization results on CrossTask dataset. Model
performance is shown as framewise average precision (AP) for ac-
tionness prediction, as in [80].

Method HowTo100M
Pretrained

Actionness
Supervision

AP

Linear clf. [80] ✓ ✓ 56.2
Zhukov et al. [80] ✓ ✗ 47.6

Linear clf. ✗ ✓ 46.9
Linear clf. + BSP ✗ ✓ 48.1

Snippet 2 (no bnd)

Snippet 1 (bnd)

Vanilla
Encoder

BSP
Encoder

diff?

low-absolute-difference

high-absolute-difference

Figure 4. Visualization of BSP snippet-feature and vanilla
snippet-feature. Top: we visualize the consecutive snippet fea-
ture difference from BSP and vanilla video encoders. Comparing
the absolute differences, our BSP encoder produces distinguish-
able snippet representations sensitive to the boundary. Bottom:
The distributions of the absolute difference of boundary and non-
boundary snippets from BSP and vanilla encoders show that the
vanilla encoder fails to properly capture boundary information.

Failure: ScubaDiving

Success: PlayingSquash

Annotation Baseline BSP (ours)

…

…

Time

Figure 5. Success and failure cases of BSP (ours) and baseline.

by 1.2%). These results demonstrate the versatility of our
pre-training to capture semantic temporal changes for a dif-
ferent visual domain, namely instructional videos.

4.3. Visualization

Feature Visualization We compare the BSP and vanilla
snippet-feature in Fig. 4. Concretely, we visualize the abso-
lute difference of feature representations from two consec-
utive snippets, while a natural boundary only appears in the
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first snippet. The feature representations are reshaped into
32 × 32 matrices, and the absolute differences are visual-
ized in the top-right of Fig. 4. The upper matrix from BSP
video encoder contains more high-difference (red) values,
indicating that our method produces distinguishable snippet
representations that are sensitive to boundary. Moreover,
we compute the distribution of the absolute difference of
the two snippets from BSP and vanilla encoders, and visu-
alize them in the bottom of Fig. 4. From the histogram plot,
we can have the same observation that the vanilla encoder
lacks the capability of capturing boundary information. For
better comparison and visualization, the feature vectors are
normalized and reshaped from 2048 to 64× 32.

Qualitative Result In Fig. 5, top shows that only BSP
predicts the temporal boundary of PlayingSquash precisely
by successfully detecting the scene change between 2nd and
3rd frames. In the bottom, both methods fail to find the start
point for ScubaDiving, but BSP’s result (stepping into wa-
ter) makes more sense.

4.4. Ablation studies

To verify the effectiveness of our proposed boundary-
sensitive pre-training strategy, we perform in-depth abla-
tion analysis of different boundary-sensitive tasks and fu-
sion methods, and backbone depth (see supplementary). All
the ablation studies employ a ResNet18 backbone.

Boundary-sensitive tasks We first show in Tab. 4 the per-
formance results for a number of pretext tasks. Given the
four types of augmented data, S = {Sdc, Ssc, Sds, Sss},
we consider the regression loss described in Sec. 3.3 for
each individual task, binary classification task for each of
the pretext tasks, and the final 4-way classification task. We
further include a randomly initialized video encoder as a
baseline. Although four different boundary classes together
(S) output the best overall performance, the change of speed
({Sds, Sss}) gives more boost than the change of class se-
mantics, ({Sdc, Sss} and {Ssc, Sss}). Moreover, the classi-
fication task is consistently better than the regression coun-
terpart. We believe this is due to it being a more challenging
learning task and its inability to exploit the original source
data. Moreover, for temporal localization, the model needs
to understand whether a segment completes, i.e., boundaries
are present, rather than where exactly the boundary is. It is
also clear that there is still a significant performance drop
against classification-based pre-training. Only leveraging
boundary information is not enough to localize actions, as
global semantic information is also required. This is given
by classification-based pre-training.

Feature Integration We further study different ways to
integrate both features, including two-stream, two-head,

Table 4. Different boundary-sensitive pretext tasks. We com-
pare our four pretext tasks with two loss functions. The ran-
dom baseline refers to a randomly initialized video encoder, while
the vanilla baseline refers to the video encoder pre-trained on
Kinetics-400 in a fully supervised manner. We compare the per-
formance of G-TAD on ActivityNet 1.3 dataset.

Edition Task 0.5 0.75 0.95 Average

random-baseline 40.44 24.99 6.85 25.58
{Sdc} reg 40.88 26.64 5.73 26.56
{Ssc} reg 42.48 27.78 6.56 27.75
{Sds} reg 44.00 29.05 4.82 28.77

{Sdc, Sss} cls 44.32 29.16 6.66 29.17
{Ssc, Sss} cls 44.24 29.20 6.25 29.09
{Sds, Sss} cls 45.00 29.89 6.47 29.75

S cls 45.39 30.26 6.33 29.97
vanilla-baseline 49.64 34.16 7.68 33.59

Table 5. Different feature fusion methods. We compare three fu-
sion methods: two-stream, two-head, and feature distillation. The
performance is measured by Recall (%) of 2D-TAN on Charades
and mAP (%) of G-TAD on ActivityNet 1.3 dataset.

Methods 2D-TAN G-TAD
tIoU 0.5 0.7 0.5 0.75 0.95 Avg

vanilla 39.78 22.15 49.64 34.16 7.68 33.59
2-stream 44.01 24.95 50.09 34.66 7.95 33.96
2-head 39.95 22.85 49.50 34.00 8.38 33.54
feat dist 44.65 24.73 49.67 34.40 7.74 33.74

and feature distillation. We conduct experiments on both
G-TAD and 2D-TAN. According to Tab. 5, the two-stream
method gives the best overall performance for temporal lo-
calization tasks. Among the single-network solutions, fea-
ture distillation is better than multi-task learning (2-head).

5. Conclusion
In this work we have investigated the under-studied prob-

lem of model pre-training for temporal localization tasks
in videos by introducing a novel Boundary-Sensitive Pre-
text (BSP) task. Beyond vanilla pre-training on trimmed
video data, we exploited a large number of videos with dif-
ferent types of synthetic temporal boundary information,
and explored a number of pretext task designs using these
boundary-sensitive videos. We evaluated extensively the
BSP model on three representative temporal localization
tasks with different input modalities and motion complexity.
The results demonstrate that our BSP can strongly enhance
the vanilla model with boundary-sensitive feature represen-
tations, yielding competitive or new state-of-the-art perfor-
mance on these temporal localization tasks.
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