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Figure 1: We propose an alternative GAN inversion method that jointly considers multiple consecutive images. We leverage
the inborn continuity between inputs, to simultaneously maximize the reconstruction fidelity (top row) and editability (bottom
row) of the inverted latent code. Our method jointly inverts three images from (a), we only show the result of the first one
with the red box.

Abstract
Existing GAN inversion methods are stuck in a para-

dox that the inverted codes can either achieve high-fidelity
reconstruction, or retain the editing capability. Having
only one of them clearly cannot realize real image edit-
ing. In this paper, we resolve this paradox by introducing
consecutive images (e.g., video frames or the same person
with different poses) into the inversion process. The ratio-
nale behind our solution is that the continuity of consecu-
tive images leads to inherent editable directions. This in-
born property is used for two unique purposes: 1) regu-
larizing the joint inversion process, such that each of the
inverted codes is semantically accessible from one of the
other and fastened in an editable domain; 2) enforcing
inter-image coherence, such that the fidelity of each in-
verted code can be maximized with the complement of other
images. Extensive experiments demonstrate that our al-
ternative significantly outperforms state-of-the-art methods
in terms of reconstruction fidelity and editability on both
the real image dataset and synthesis dataset. Furthermore,

∗Corresponding authors ({xuemx,hesfe}@scut.edu.cn).

our method provides the first support of video-based GAN
inversion and an interesting application of unsupervised
semantic transfer from consecutive images. Source code
can be found at: https://github.com/cnnlstm/
InvertingGANs_with_ConsecutiveImgs.

1. Introduction
Generative Adversarial Networks (GANs) [5, 9, 10]

has demonstrated versatile image editing capability, es-
pecially by discovering the spontaneously learned inter-
pretable directions that can manipulate corresponding im-
age attributes [17, 8, 19, 4, 22]. Concretely, given a random
latent codew, image editing can be achieved by pushing the
latent vector along a specific semantic direction (e.g., age,
gender):

I ′ = G(w + α×→n), (1)

where I ′ is the edited image, G is the generator, α is a scal-
ing factor, and

→
n is the interpretable direction.

As a consequence, recent attempts [1, 2, 18, 24] aim to
migrate this power to real image editing by inverting an im-
age to the latent code w. There are two keys for this task,
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i) whether the inverted code can faithfully reconstruct the
original input, and, ii) whether the pre-acquired semantic
directions can be successfully applied. However, existing
methods seem to stuck in a paradox, as achieving one end
will inevitably sacrifice the other. As shown in Fig. 1, I2S,
I2S++, and pSp [1, 2, 18] concentrate only on obtaining
faithful reconstruction, but the inverted codes show lim-
ited editability. In contrast, latent codes obtained from In-
domain inversion [24] (Fig. 1e) are regularized in the se-
mantically meaningful domain at the expense of fidelity. We
argue that balancing these two factors solely based on a sin-
gle image is extremely challenging, as there is no indicator
to shed light on the editable domain in the latent space, pre-
venting the optimization from obtaining a perfect balance
between two factors.

In this paper, we resolve the above problem by introduc-
ing consecutive images, which can be either a video seg-
ment or the same person with different poses, to form a
joint optimization process. The rational behind our alter-
native solution is that the continuity brought by consecutive
images can be used as an indicator to constrain the editabil-
ity. In particular, to ensure each of the inverted latent codes
is editable, we jointly optimize multiple latent codes by en-
forcing each of them is semantically accessible from one
of the other code with a simple linear combination. In ad-
dition, we further explore the sequential continuity for fi-
delity, by injecting multi-source supervision that common
regions of the reconstructed images should be consistent in
all the consecutive images. We establish dense correspon-
dences between input images, and then apply the obtained
correspondences to warp each of the reconstructions to the
neighbors for a consistent and coherence measurement.

To evaluate the proposed method, we construct a real
video-based dataset RAVDESS-12, and another consecutive
images dataset synthesized by manipulating attributes from
the generated images of StyleGAN [10]. Extensive experi-
ments demonstrate the superior performance of our solution
over existing methods in terms of editability and reconstruc-
tion fidelity. Furthermore, our method is capable to perform
various applications, e.g., video-based GAN inversion, un-
supervised semantic transfer, and image morphing.

In summary, our contributions are three-fold:

• We propose an alternative GAN inversion method for
consecutive images, and delve deep into the continuity
of consecutive images for GAN inversion.

• We tailor two novel constraints, one is the mutually ac-
cessible constraint that formulates consecutive images
inversion as a linear combination process in the latent
space to ensure editability, and the inversion consis-
tency constraint that works in the RGB space to guar-
antee reconstruction fidelity, by measuring reconstruc-
tion consistency across images.

• We demonstrate optimal performances in terms of ed-
itability and reconstruction fidelity, and we support
various new applications like video-based GAN inver-
sion and unsupervised semantic transfer.

2. Related Work
Image Editing via Latent Space Exploration. Gen-

erative models show great potential in synthesizing versa-
tile images by taking random latent codes as inputs. Re-
cent works show that the latent space of a pre-trained GAN
encodes rich semantic directions. Varying the latent codes
with a specific direction can edit the image with the target
attribute. In particular, Radford et al. [17] observe that there
are directions in the latent space corresponding to adding
smiles or glasses on the faces. Ganalyze et al. [4] explore
the memorability direction in the latent space by a fixed as-
sessor. Jahanian et al. [8] study the steerability of GANs
to fit some image transformations. Shen et al. [19] explore
the semantic boundary in the latent space of the binary at-
tributes. Voynov et al. [22] discover the semantic direc-
tions hidden in the latent space by an unsupervised model-
agnostic procedure. Varying the latent codes with such di-
rections can manipulate the corresponding attributes of the
output images. It is natural to transferring these techniques
on real image editing. Before that, it is required to invert a
real image back to the latent code.

GAN Inversion. To realize real image editing, GAN in-
version methods are proposed to inference a latent code of
an input image based on the pre-trained GAN [16, 25, 1,
3, 15]. These methods can be categorized into two classes,
optimization-based and encoder-based. The former individ-
ually optimizes the latent code for a specific image, with
a concentration on pixel-wise reconstruction [1, 2, 3, 13].
However, ensuring reconstruction fidelity cannot guarantee
the output latent code is editable by the learned directions.
On the other hand, encoder-based methods train a general
encoder that maps real images to latent codes [24, 18].
Especially, In-Domain GAN inversion [24] combines the
learned encoder with an optimization process to align the
encoder with the semantic knowledge of the generator.
However, existing methods do not resolve the problem of
editable domain in the latent space, thus they cannot achieve
a perfect balance between editability and fidelity. We aim
to solve this problem from a novel view of considering mul-
tiple consecutive images.

3. Method
3.1. Overview

The editability of the latent code and the fidelity of the
reconstruction are the two vital factors that affect the perfor-
mance of GAN inversion. To satisfy both sides, we exploit
the continuity brought by consecutive images which depict
a same subject with different variations. The pipeline of our
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Figure 2: The pipeline of the proposed consecutive images based GAN inversion. G is a pretrained generator of StyleGAN
and F is a pretrained FlowNet for calculating the bidirectional optical flow. The upper part shows the Mutually Accessible
Constraint. Given consecutive images as input, we enforce each of them is semantically accessible from one of the other
codes with a simple linear combination. Both wb and

→
nk are the optimization targets. The bottom shows the Inversion

Consistency Constraint in the RGB space. Note here we only show the forward flow among Ib and Ib+1 when calculating the
LICC for simplicity, meanwhile, LC and LP are also omitted.

approach is illustrated in Fig. 2. Given a sequence of con-
secutive images as input, the proposed method aims to seek
their optimal latent codes in the latent space, and then feed
them into a pretrained and fixed generator for reconstruc-
tion. In particular, i) we define a linear combination mech-
anism among consecutive images, which would facilitate
the editability of the latent codes via a joint optimization
with semantic directions, and ii) we establish a consistency
constraint in the RGB space between the warped results of
the reconstructed images and their corresponding originals,
promoting the fidelity of the reconstruction. Note that we
choose the generator of StyleGAN [9] as the pretrained one
in our model.

3.2. Consecutive Images Based GAN Inversion
Mutually Accessible Constraint. For each image in an

input set, it may gradually change into the others, just as
shown in Fig. 2, the mouth opens progressively. Or it can
vary to the others in a drastic way, such as the same person
at very different poses. In either case, given the base im-
age Ib, it can be intuitively assumed that the latent codes of
the other images are linear combinations of that of the base
image along with a specific semantic direction

→
n (e.g., ex-

pression, pose). Then, the latent code wb+K of the image
Ib+K can be formulated as follows:

wb+K = wb + αK × →
n, K = 1, 2, · · · , T − 1, (2)

where T denotes the total number of images. However, the
assumption is too strong since consecutive images are likely
to vary from one to the others in different attributes. On the

other hand, the specific semantic direction
→
n can be pre-

defined [19, 22, 21], but the semantically equivalent input
images are required. To cope with images with arbitrary se-
mantic variations, we regard the direction as one of our opti-
mization targets. Note that the scaling factors αK-s are also
learnable, and therefore, we absorb them into the direction
and reformulate Eq.(2) as the proposed mutually accessible
constraint, which is as follows:

wb+K = wb +

K∑
k=1

→
nk. (3)

In this way, we can figure out the latent codes of all the
images via a joint optimization of wb and

→
nk-s. Such a sim-

ple linear combination mechanism can promote the editabil-
ity of the latent codes. The main reasons are that, i) each of
the inverted latent codes can be regarded as an edited code
with respect to one of the others, and ii) if the images vary in
a specific semantic direction, the scales of variations could
be learned adaptively, and more importantly, iii) it is able to
deal with the variations of different attributes among con-
secutive images. Moreover, the learned

→
nk-s have the po-

tential to be transferred to other latent codes as predefined
semantic directions.

Inversion Consistency Constraint. Once we have the
latent codes, we feed them into the generator G(·) to recon-
struct consecutive images. For a certain base image Ib, its
reconstruction Ob with regard to the latent code wb is cal-
culated by

Ob = G(wb), b = 1, 2, · · · , T. (4)
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In order to ensure a fidelity of the reconstructions,
we particularly consider an inversion consistency between
common regions of the reconstructed images and the in-
put consecutive images. Specifically, we tailor an inversion
consistency constraint loss based on bidirectional flows in
the RGB space. As shown in the bottom of Fig. 2, first, the
forward flows fb⇒b+k between base image Ib and the other
images Ib+k can be calculated by a pretrained FlowNet2 [7]
F (·), which is formulated as follows:

fb⇒b+k = F (Ib, Ib+k), (5)

where k ∈ Z ∩ [1 − b, T − b] − {0}. Then we warp Ib
with this flow to form the warped images Îb+k, which can
be presented as follows:

Îb+k = warp(Ib, fb⇒b+k). (6)

Also, we have the warped results Ôb+k of the recovered
images Ob, which is presented as follows:

Ôb+k = warp(Ob, fb⇒b+k). (7)

Since consecutive images describe a same subject, an in-
herent relationship should be existed among the generated
warpings {Îb+k} for each base image Ib. And this relation-
ship should be transferred to the other warpings {Ôb+k}.
In the same way, we can calculate the backward flow
fb+k⇒b between Ib+k and Ib, and the corresponding warp-
ings {Îb+k

b }, {Ôb+k
b }. By iterating over all the values of b

and k, we inject multi-source supervision from the warpings
of input images to confine the reconstructions, and the pro-
posed inversion consistency constraint loss LICC is given
by

LICC =
∑
b

∑
k

(‖Îb+k
b −Ôb+k

b ‖2+‖Îb+k−Ôb+k‖2), (8)

where ‖ · ‖2 denotes a pixel-wise L2 distance.
Moreover, we consider to maintain a pixel-wise consis-

tency between the input images and its corresponding re-
coveries. A pixel-wise consistency loss LC is therefore in-
troduced in our objective, that is

LC =
∑

m∈q∪{0}

‖O1+m − I1+m‖2, (9)

To guarantee a fine visual perception of the recontructions,
we also utilize a perceptual loss LP which is formulated as
follows:

LP =
1

4

4∑
j=1

∑
m∈q∪{0}

‖Φj
V (I1+m)− Φj

V (O1+m)‖2, (10)

where Φj
V (·) denotes the jth layer of a pretrained VGG-

16 network, and we follow Abdal et al. [1] to select the

features produced by the conv1 1, conv1 2, conv3 2
and conv4 2 layers of VGG-16 for modeling the loss.

Finally, the whole objective function L is defined as fol-
lows:

L = λ1LICC + λ2LC + λ3LP , (11)

where λs denote the balance factors. Then the latent code
wb and the directions

→
nk can be optimized by

{w∗b ,
→
n
∗
k} = arg min

{wb,
→
nk}

λ1LICC + λ2LC + λ3LP . (12)

Note that we follow [1] that initialize wb with the mean
latent vector ofW+ space. And the direction

→
nk-s are ini-

tially set to zero and updated during optimization.

4. Experiments
4.1. Implementation Details

We implement the proposed method in Pytorch on a PC
with an Nvidia GeForce RTX 3090. We utilize the generator
of StyleGAN [9] pre-trained on the FFHQ dataset [9] with
the resolution of 1024× 1024. The latent codes and seman-
tic directions are optimized using Adam optimizer [11]. We
follow [1] that use 5000 gradient descent steps with a learn-
ing rate of 0.01, β1 = 0.9, β2 = 0.999, and ε = 1e−8. We
empirically set the balancing weights in Eq. (12) as λ1 = 1,
λ2 = 1 and λ3 = 1. And we set T = 5 in Eq. (4), which
indicates 5 consecutive images are contained in each input
sequence.

4.2. Experimental Settings
Datasets. We first conduct our experiments on the

RAVDESS dataset [12] with real videos. The original
RAVDESS dataset contains 2,452 videos with 24 sub-
jects speaking and singing with various semantic expres-
sions. We select 12 videos of them for evaluation, result-
ing in 1,454 frames, we name this dataset as RAVDESS-12
Dataset. Since there are no ground truth latent codes for
real images, we cannot subjectively evaluate the inverted
code and its editability in the latent space. On the other
hand, it is demonstrated that the learned semantic directions
work very well in generated images. As a result, we con-
struct a synthesized dataset, containing 1000 samples that
were randomly generated by StyleGAN. For each sample,
we vary its latent code with 5 random combinations of the
α value (ranging from -3 to 3) and semantic direction (ac-
quired from InterfaceGAN [19]), producing 5000 images.
We record the latent codes of the original samples, the
corresponding editing specifications, and the edited latent
codes for evaluating the editability. GAN inversion meth-
ods will invert the original samples and edit them to target
attributes for comparisons.

Competitors. We mainly compare with four GAN
inversion methods: Image2StyleGAN (I2S) [1], Im-
age2StyleGAN++ (I2S++) [2], In-domain Inversion
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Table 1: Comparisons with existing GAN inversion methods on image reconstruction with four metrics on two datasets. ↓
denotes the lower the better and the best results are marked in bold.

Methods
Metrics RAVDESS-12 Dataset Synthesized Dataset

NIQE↓ FID↓ LPIPS↓ MSE↓(×e-3) NIQE↓ FID↓ LPIPS↓ MSE↓(×e-3)
I2S [1] 3.770 16.284 0.162 8.791 3.374 48.909 0.271 35.011

pSp [18] 3.668 29.701 0.202 22.337 3.910 84.355 0.391 46.244
InD [24] 3.765 18.135 0.193 9.963 3.152 42.773 0.352 44.645

Ours 3.596 13.136 0.148 5.972 2.807 37.225 0.250 24.395
I2S++ [2] 3.358 0.320 0.003 0.174 2.644 2.967 0.014 1.458
Ours++ 3.352 0.311 0.003 0.165 2.597 2.897 0.014 1.432

(a) Original (b) I2S (c) pSp (d) InD (e) Ours
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--
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--
--

--
--

--
--

(f) I2S++(g) Ours++

Figure 3: Qualitative comparison on image reconstruction.
Compared with the works that optimized in theW+ space
(left part), our method can reconstruct the most faithful ap-
pearances. Involving the N space largely improves recon-
struction (right part), but Ours++ show better color preser-
vation than I2S++ (second row).

(InD) [24], and pSp network [18]. All the methods are
inverted to the sameW+ latent space of StyleGAN, apply-
ing the same directions for editing. It is worth noting that
I2S++ introduces the additional noise space N for small
details recovery. A main problem is that, the inverted two
latent codes in the W+ and N spaces are highly coupled,
but the learned semantic directions are optimized in W+
only. Applying them changes theW+ space latent code but
leaves the noise vector unchanged, these unpaired vectors
yield “ghosting” artifacts after editing (see Fig. 4). As a
result, we mainly use it for reconstruction comparisons,
and we also extend our method to include the noise space,
named as Ours++.

Evaluation Metrics. For the quantitative compar-
isons, we use four metrics, Naturalness Image Quality Eval-
uator (NIQE) [14], Fréchet Inception Distance (FID) [6],
Learned Perceptual Image Patch Similarity (LPIPS) [23],
and pixel-wise Mean Square Error (MSE), for evaluating
the reconstruction fidelity. Especially, FID computes the
Wasserstein-2 distance between the distribution of input and
output images. NIQE evaluates the quality perceived by a
human, which is a completely blind assessment with no re-

Table 2: Quantitative evaluation on real image manipula-
tion with two blind metrics on the RAVDESS-12 Dataset. ↓
denotes the lower the better and the best results are marked
in bold.

Metrics I2S [1] pSp [18] InD [24] Ours
NIQE ↓ 3.776 5.242 3.693 3.254
FID ↓ 21.609 30.128 19.271 15.482

quest for the GT image. Since there is no GT for the se-
mantic editing task on the real RAVDESS-12 Dataset, we
use FID and NIQE to evaluate real image editing results.

4.3. Evaluation on Image Reconstruction
Quantitative Evaluation. We first evaluate the re-

construction fidelity of the inverted codes. Quantitative
comparisons are shown in Tab. 1. We can see that our
method significantly outperforms three editable GAN in-
version methods (upper part) on both the real dataset and
the synthesized one. Especially for the pixel-wise differ-
ence metric MSE, we largely improve the state-of-the-art
by 31%. This indicates that the proposed joint optimiza-
tion successfully incorporates complementary information
from neighboring images. Besides, by involving the noise
space N , I2S++ and Ours++ achieve the most faithful re-
construction compared with other methods. Thanks to the
inter-image coherence, we further push the reconstruction
record a bit.

Qualitative Evaluation. Qualitative comparisons are
shown in Fig. 3. We can see that the Image2StyleGAN
cannot recover the image color correctly. Meanwhile, the
pSp and InD cannot recover the finest facial details of the
original images (see teeth in the first row). Compared with
the above three methods, our method can reconstruct faith-
ful appearance details. Unsurprisingly, I2S++ recovers the
finest details among all competitors. That mainly because of
their optimization performed in the N space encodes high-
frequency information. We also depict our results optimized
in N space, and we preserve the original color better than
I2S++ (see the second row).

4.4. Evaluation on Image Editing
In this section, we evaluate our GAN inversion method

on real image editing as well as synthesized images. We
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Figure 4: Qualitative comparison on semantic editing with
Pose and Age attributes on the real RAVDESS-12 Dataset.
Images marked by red boxes are the reconstructed targets,
and images in the middle row of each example are the inver-
sion results. We can tell that our method can support more
favorable semantic editing.

Table 3: Quantitative evaluation on image manipulation
with four metrics on the Synthesized Dataset. ↓ denotes
the lower the better and the best results are marked in bold.

Metrics I2S [1] pSp [18] InD [24] Ours
NIQE ↓ 3.390 3.917 3.193 3.163
FID ↓ 35.894 58.342 48.867 33.872

LPIPS ↓ 0.399 0.452 0.424 0.347
MSE↓(×e-3) 89.671 126.642 101.563 70.224

conduct two editing tasks based on the inverted latent codes,
the first one is semantic manipulation and the second is im-
age morphing.

4.4.1 Semantic Manipulation
Semantic manipulation aims to edit a real image by varying
its inverted codes along with a specific semantic direction.
We use five semantic directions (i.e., gender, pose, smile,
eyeglasses, and age) acquired by [19] in the experiment.

Qualitative Evaluation. The qualitative comparisons on
real data are shown in Fig. 4. We can see that our manip-
ulated faces have visually more plausible results than those
of the competitors. In particular, the manipulated results
gained by Image2StyleGAN [1] present noisy artifacts with
pose changes and glasses are entangled with the age at-
tributes, revealing that the edited latent codes are escaped
from the editable domain. Similar situations can be found

+
A

ge
–

+
Sm

ile
–

(a) GT (b) I2S (c) Ind (d) pSp (e) Ours

Figure 5: Qualitative comparison on semantic editing with
Smile and Age attributes on the Synthesized Dataset. It’s
noticed that we force the input sequence to contain different
semantic changes from its corresponding editing direction.
the first sequence contains the semantic changes with “gen-
der” for optimization and “smile” for semantic edit, and the
second is “pose” for optimization while “age” for the edit
testing. And our edited results are more similar with the
ground truths.

in I2S++ [2]. The manipulated faces based on pSp [18] are
almost unchanged. This is because pSp focuses on learning
a direct mapping from the input to latent code, ignoring the
editability. This problem is addressed by In-domain inver-
sion [24], but it also sacrifices the reconstruction quality. In
contrast, thanks to the jointly considered inherent editabil-
ity constraint between consecutive images, our inverted la-
tent codes are more semantically editable, leading to more
disentangled manipulations. On the other hand, the noise
space optimization methods (right part of Fig. 4) show ob-
vious noise artifacts than the others with pose changes, this
is because the pre-optimized noise vector is not suitable for
the edited latent vector w. However, Ours++ can disentan-
gle gender from glasses better than the inverted vector from
I2S++.

To evaluate whether the obtained inversion can be edited
by arbitrary directions, we force the editing direction differ-
ent from the semantic changes contained the input sequence
on the synthesized dataset. The qualitative comparisons on
the synthesized data are shown in Fig. 5. Similar to the
evaluation on real data, I2S produces obvious artifacts, pSp
fails to edit the results, and InD cannot preserve the origi-
nal identity. Our manipulated results are more similar with
the GTs, which indicates that our inverted codes are much
closer with the GT latent codes and also inherit their ed-
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Figure 6: Qualitative comparison on image morphing task.
We can see that our result present a continuous process and
the morphing faces are realistic.

itability.
Quantitative Evaluation. We present the quantitative

comparisons in Tab. 2 and Tab. 3. Our method achieves
the best results on both the RAVDESS-12 Dataset and the
Synthesized Dataset. In particular, for the blind metric
NIQE, our edited results achieve 13.8% improvement over
the state-of-the-art method, which indicates that our editing
is more visually plausible. Quantitative results on the Syn-
thesized Dataset can evaluate whether the inverted codes are
close enough with the GT code such that we can reuse their
semantic information. From two non-blind metrics LPIPS
and MSE, we can see that our edited results are very similar
to the GTs. Thanks to our semantically accessible regular-
ization in the latent space, our inverted latent codes show a
strong editability compared with the competitors.

4.4.2 Image Morphing
Image morphing aims to fuse two images semantically by
interpolating their latent codes. It is another way to evalu-
ate whether the inverted codes indeed lie in the latent space
and reuse the semantic knowledge. For the high-quality in-
verted codes, their interpolated results should also stay in
the editable domain and the semantic varies continuously.
Qualitative comparisons are shown in Fig. 6. We can see
that the morphing results produced by Image2StyleGAN [1]
have noticeable artifacts. Meanwhile, the results produced
by pSp [18] are unrealistic with the unnatural hairs. In con-
trast, our method presents high-quality results with a con-
tinuous morphing process. We also present the quantitative
evaluation on the morphing task in Tab. 4 and Tab. 5, we can
see that our inversion results outperform the other inversion
methods on both the real dataset and the synthesized one.

Table 4: Quantitative evaluation on image morphing with
two blind metrics on the RAVDESS-12 Dataset. ↓ denotes
the lower the better and the best results are marked in bold.

Metrics I2S [1] pSp [18] InD [24] Ours
NIQE ↓ 4.255 5.350 4.051 3.688
FID ↓ 40.627 38.474 38.925 37.695

Table 5: Quantitative evaluation on image morphing with
four metrics on the Synthesized Dataset. ↓ denotes the
lower the better and the best results are marked in bold.

Metrics I2S [1] pSp [18] InD [24] Ours
NIQE ↓ 3.389 3.800 3.212 3.115
FID ↓ 31.776 30.192 21.901 18.621

LPIPS ↓ 0.472 0.467 0.469 0.402
MSE↓(×e-3) 141.432 121.834 125.674 98.354

Table 6: Ablation study on image reconstruction with four
metrics. ↓ denotes the lower the better and the best results
are marked in bold.

Variants NIQE↓ FID↓ LPIPS↓ MSE↓(×e-3)
Baseline 3.770 16.284 0.162 8.791
w/o MAC 3.685 13.375 0.151 8.065
w/o ICC 3.765 14.791 0.160 8.508

Ours 3.596 13.136 0.148 5.972

4.5. Semantic Transfer
As discussed in Sec. 3.2, both the latent code w and the

semantic direction
→
n can be unsupervisedly obtained af-

ter inversion. Besides the latent code, our acquired direc-
tion

→
n represents the semantic changes of the input images.

Given the input images as reference, we can transfer its se-
mantic changes to the target faces.

The transfer results are shown in Fig. 7. We can see that
the semantic attributes of target faces are modified follow-
ing the reference image set. Note that there are more than
one attribute has been changed in the reference. For exam-
ple, in the right example, the mouth and pose varies simulta-
neously but we can still capture those changes. This shows
that our acquired direction is disentangled with the refer-
enced and can be applied on other faces. Other than exist-
ing supervised [19, 20] or unsupervised [21, 22] learning of
interpretable directions, this sheds light on a new exemplar-
based learning of semantic direction.

4.6. Ablation Study
In this section, we analyze the efficacy of our two

components: mutually accessible constraint (MAC) and
inversion consistency constraint (ICC). Note that with-
out these two components, our method equals to the Im-
age2StyleGAN inversion and we set it as our baseline. By
unplugging one of these two constraints, we yield two vari-
ants of “w/o MAC” and “w/o ICC”. In this case, LICC is
removed and all the latent codes are optimized simultane-
ously.
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Figure 7: Our unsupervisedly acquired direction
→
n from consecutive images can be used for transferring the semantics. The

first row is the input set that is regarded as reference, and the images in red boxes are the target faces. We can transfer the
semantic changes of the reference to the target faces, even with more than one attribute changed.
Table 7: Ablation study on semantic manipulation with two
blind metrics. ↓ denotes the lower the better and the best
results are marked in bold.

Metrics Baseline w/o MAC w/o ICC Ours
NIQE↓ 3.776 3.659 3.398 3.254
FID↓ 21.609 16.121. 17.274 15.482

We perform ablation study experiment on image re-
construction and semantic manipulation tasks on the
RAVDESS-12 Dataset. Quantitative comparisons of GAN
inversion are shown in Tab. 6. We can see that every vari-
ant outperforms the baseline on all metrics. This indicates
both two components contribute to the GAN inversion per-
formance. Meanwhile, variant (w/o MAC) performs bet-
ter than the variant (w/o ICC), this indicates that the inver-
sion consistency brought by consecutive images contributes
more for the GAN inversion task. In Tab. 7 of semantic edit-
ing, we observe a different situation. We can see the vari-
ant (w/o ICC) performs better than the variant (w/oMAC),
this reveals that mutually accessible constraint confines the
inverted latent codes to stay in the editable domain. The
above two evaluations show that our two constraints work
very well following our design principles.

We show the results of different variants in Fig. 8 by
changing the “age” attribute. We can see that the base-
line and variant (w/o MAC) entangles with glasses, show-
ing that concentrating only on reconstruction fidelity lacks
editability of the inverted codes. In contrast, variant (w/o
ICC) and our final result can successfully modify the “age”
attribute, revealing the strong regularization power of our
designed mutually accessible constraint.

5. Conclusion
In this paper, we propose an alternative GAN inversion

method for consecutive images, we formulate consecutive

+
A

ge
–

(a) Baseline (b) w/o MAS (c) w/o ICS (d) Ours

Figure 8: Ablation study on semantic editing with two vari-
ants and baseline by editing the “age” attribute.

images inversion as a linear combination process in the la-
tent space that ensures editability, and transfer the recon-
struction consistency across inputs in the RGB space to
guarantee reconstruction fidelity. The experiment results
demonstrate the effectiveness in terms of editability and re-
construction fidelity. Besides, we also support various new
applications like video-based GAN inversion and unsuper-
vised semantic transfer.
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