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Figure 1: We propose Dynamical Pose Estimation (DAMP), the first general and practical framework to perform pose estimation from 2D and 3D visual correspondences by simulating rigid body dynamics arising from virtual springs and damping (top row, magenta lines). DAMP almost always returns the globally optimal rigid transformation across five pose estimation problems (bottom row). (a) Point cloud registration using the Bunny dataset [16]; (b) Primitive registration using a robot model of spheres, planes, cylinders and cones; (c) Category registration using the chair category from the PASCAL3D+ dataset [51]; (d) Absolute pose estimation (APE) using the SPEED satellite dataset [45]; (e) Category APE using the FG3Dcar dataset [34].

1. Introduction

Consider the problem of finding the best rigid transformation (pose) to align two sets of corresponding 3D geometric primitives $\mathcal{X} = \{X_i\}_{i=1}^N$ and $\mathcal{Y} = \{Y_i\}_{i=1}^N$.

$$\min_{T \in SE(3)} \sum_{i=1}^N \text{dist}(T \otimes X_i, Y_i)^2,$$  

(1)

where $SE(3) \triangleq \{(R, t) : R \in SO(3), t \in \mathbb{R}^3\}$ is the set of 3D rigid transformations (rotations and translations), $T \otimes X$ denotes the action of a rigid transformation $T$ on the primitive $X$, and $\text{dist}(X, Y)$ is the shortest distance between two primitives $X$ and $Y$. In particular, we focus on the following primitives:

1. **Point**: $P(x) \triangleq \{x\}$, where $x \in \mathbb{R}^3$ is a 3D point;
2. **Line**: $L(x, v) \triangleq \{x + \alpha v : \alpha \in \mathbb{R}\}$, where $x \in \mathbb{R}^3$ is a point on the line, and $v \in \mathbb{S}^2$ is the unit direction;
3. **Plane**: $H(x, n) \triangleq \{y \in \mathbb{R}^3 : n^T(y - x) = 0\}$, where $x \in \mathbb{R}^3$ is a point on the plane, and $n \in \mathbb{S}^2$ is the unit normal that is perpendicular to the plane;

$^2SO(3) \triangleq \{R \in \mathbb{R}^{3 \times 3} : RR^T = R^T R = I_3, \det(R) = +1\}$ is the set of proper 3D rotations.

$^3\mathbb{S}^{n-1} \triangleq \{v \in \mathbb{R}^n : ||v|| = 1\}$ is the set of n-D unit vectors.

---

1 Code: https://github.com/hankyang94/DAMP
4. Sphere: \( S(x, r) \triangleq \{ y \in \mathbb{R}^3 : \| y - x \|^2 = r^2 \} \), where \( x \in \mathbb{R}^3 \) is the center, and \( r > 0 \) is the radius; 
5. Cylinder: \( C(x, v, r) \triangleq \{ y \in \mathbb{R}^3 : \text{dist}(y, L(x, v)) = r \} \), where \( L(x, v) \) (defined in 2) is the central axis of the cylinder, \( r > 0 \) is the radius, and \( \text{dist}(y, L) \) is the orthogonal distance from point \( y \) to line \( L \); 
6. Cone: \( K(x, v, \theta) \triangleq \{ y \in \mathbb{R}^3 : v^T(y - x) = \cos \theta \| y - x \| \} \), where \( x \in \mathbb{R}^3 \) is the apex, \( v \in \mathbb{S}^2 \) is the unit direction of the central axis pointing inside the cone, and \( \theta \in (0, \frac{\pi}{2}) \) is the half angle; 
7. Ellipsoid: \( E(x, A) \triangleq \{ y \in \mathbb{R}^3 : (y - x)^T A (y - x) \leq 1 \} \), where \( x \in \mathbb{R}^3 \) is the center, and \( A \in S^3_{++} \) is a positive definite matrix defining the principal axes.\(^4\)

Problem (1), when specialized to the primitives 1-7, includes a broad class of fundamental perception problems concerning pose estimation from visual measurements, and finds extensive applications to object detection and localization [30, 39], motion estimation and 3D reconstruction [58, 66], and simultaneous localization and mapping [10, 52, 42].

In this paper, we consider five examples of problem (1), with graphical illustrations given in Fig. 1. Note that we restrict ourselves to the case when all correspondences \( X_i \leftrightarrow Y_i, i = 1, \ldots, N \), are known and correct, for two reasons: (i) there are general-purpose algorithmic frameworks, such as RANSAC [19] and GNC [52, 3] that re-gain robustness to incorrect correspondences (i.e. outliers) once we have efficient solvers for the outlier-free problem (1); (ii) even when all correspondences are correct, problem (1) can be difficult to solve due to the non-convexity of the feasible set \( \text{SE}(3) \).

**Example 1** (Point Cloud Registration [27, 53]). Let \( X_i = P(x_i) \) and \( Y_i = P(y_i) \) in problem (1), with \( x_i, y_i \in \mathbb{R}^3 \), point cloud registration seeks the best rigid transformation to align two sets of 3D points.

Fig. 1(a) shows an instance of point cloud registration using the Bunny dataset [16], with bold blue and red dots being the keypoints \( P(x_i) \) and \( P(y_i) \), respectively. Point cloud registration commonly appears when one needs to align two or more Lidar or RGB-D scans acquired at different space and time [58], and in practice either hand-crafted [43] or deep-learned [13, 21, 57] feature descriptors are adopted to generate point-to-point correspondences.

However, in many cases it is challenging to obtain (in run time), or annotate (in training time), point-to-point correspondences (e.g., it is much easier to tell a point lies on a plane than to precisely localize where it lies on the plane as in Fig. 1(b)). Moreover, it is well known that correspondences such as point-to-line and point-to-plane ones can lead to better convergence in algorithms such as ICP [7].

Recently, a growing body of research seeks to represent and approximate complicated 3D shapes using simple primitives such as cubes, cones, cylinders etc. to gain efficiency in storage and capability in assigning semantic meanings to different parts of a 3D shape [50, 20, 33]. These factors motivate the following primitive registration problem.

**Example 2** (Primitive Registration [9, 33]). Let \( X_i = P(x_i), x_i \in \mathbb{R}^3 \), be a 3D point, and let \( Y_i \) be any type of primitives among 1-7 in problem (1), primitive registration seeks the best rigid transformation to align a set of 3D points to a set of 3D primitives.

Fig. 1(b) shows an example where a semantically meaningful robot model is compactly represented as a collection of planes, cylinders, spheres and cones, while a noisy point cloud observation is aligned to it by solving problem (1).

Both Examples 1 and 2 require a known 3D model, either in the form of a clean point cloud or a collection of fixed primitives, which can be quite restricted. For example, in Fig. 1(c), imagine a robot has seen multiple instances of a chair and only stored a deformable model (shown in red) of the category “chair” in the form of a collection of semantic uncertainty ellipsoids (SUE), where the center of each ellipsoid keeps the average location of a semantic key-point (e.g., legs of a chair) while the orientation and size of the ellipsoid represent intra-class variations of that key-point within the category (see Supplementary Material for details about how SUEs are computed from data). Now the robot sees an instance of a chair (shown in blue) that either it has never seen before, or it has seen but does not have access to a precise 3D model, and has to estimate the pose of the instance w.r.t. itself. In this situation, we formulate a category-level 3D registration using SUEs.

**Example 3** (Category Registration [36, 11, 46]). Let \( X_i = P(x_i), x_i \in \mathbb{R}^3 \), be a 3D point, and \( Y_i = E(y_i, A_i), y_i \in \mathbb{R}^3, A_i \in S^3_{++}, \) be a SUE of a semantic keypoint, category registration seeks the best rigid transformation to align a point cloud to a set of category-level semantic keypoints.

The above three Examples 1-3 demonstrate the flexibility of problem (1) in modeling pose estimation problems given 3D-3D correspondences. The next two examples show that pose estimation given 2D-3D correspondences (i.e., absolute pose estimation (APE) or perspective-n-points (PnP)) can also be formulated in the form of problem (1). The crux is the insight that a 2D image keypoint is uniquely determined (assume camera intrinsics are known) by a so-called bearing vector that originates from the camera center and goes through the 2D keypoint on the imaging plane (c.f. Fig. 1(d)) [26].\(^5\) Consequently, APE can be formulated as aligning the 3D model to a set of 3D bearing vectors.

\(^4\)\(S^n, S^n_+, S^n_{++} \) denote the set of real \( n \times n \) symmetric, positive semidefinite, and positive definite matrices, respectively.

\(^5\)Similarly, a 2D line on the imaging plane can be uniquely determined by a 3D plane containing two bearing vectors that intersects two 2D points
Example 4 (Absolute Pose Estimation [30, 1]). Let $X_i = P(x_i), x_i \in \mathbb{R}^3$, be a 3D point, and $Y_i = L(0, v_i), v_i \in \mathbb{S}^2$, be the bearing vector of a 2D keypoint (the camera center is $0 \in \mathbb{R}^3$). APE seeks to find the best rigid transformation to align a 3D point cloud to a set of bearing vectors.

Fig. 1(d) shows an example of aligning a satellite wireframe model to a set of 2D keypoint detections. Similarly, by allowing the 3D model to be a collection of SUEs, we can generalize Example 4 to category-level APE.

Example 5 (Category Absolute Pose Estimation [55, 34]). Let $X_i = E(x_i, A_i), x_i \in \mathbb{R}^3, A_i \in S^3_{++},$ be a SUE of a category-level semantic keypoint, and $Y_i = L(0, v_i), v_i \in \mathbb{S}^2$, be the bearing vector of a 2D keypoint, category APE seeks to find the best rigid transformation to align a 3D category to the 2D keypoints of an instance.

Fig. 1(e) shows an example of estimating the pose of a car using a category-level collection of SUEs. Strictly speaking, Example 2 contains Examples 1, 3 and 4, but we separate them because they have different applications.

Related Work. To the best of our knowledge, this is the first time that the five seemingly different examples are formulated under the same framework. We shall briefly discuss existing methods for solving them. Point cloud registration (Example 1) can be solved in closed form using singular value decomposition [27, 5]. A comprehensive review of recent advances in point cloud registration, especially on dealing with outliers, can be found in [58]. The other four examples, however, do not admit closed-form solutions. Primitive registration (Example 2) in the case of point-to-point, point-to-line and point-to-plane correspondences (referred to as mesh registration [56]) can be solved globally using branch-and-bound [38] and semidefinite relaxations [9], hence, is relatively slow. Further, there are no solvers that can solve primitive registration including point-to-sphere, point-to-cylinder and point-to-cone correspondences with global optimality guarantees. The absolute pose estimation problem (Example 4) has been a major line of research in computer vision, and there are several global solvers based on Grobner bases [30] and convex relaxations [1, 44]. For category-level registration and APE (Example 3 and 5), most existing methods formulate them as simultaneously estimating the shape coefficients and the camera pose, i.e., they treat the unknown instance model as a linear combination of category templates (known as the active shape model [15]) and seek to estimate the linear coefficients as well as the camera pose. Works in [25, 40, 34] solve the joint optimization by alternating the estimation of the shape coefficients and the estimation of the camera pose, thus requiring a good initial guess for convergence. Zhou et al. [59, 60] developed a convex relaxation technique to solve category APE with a weak perspective camera model and showed efficient and accurate results. Yang and Carlone [55] later showed that the convex relaxation in [59, 60] is less tight than the one they developed based on sums-of-squares (SOS) relaxations. However, the SOS relaxation in [55] leads to large semidefinite programs (SDP) that cannot be solved efficiently at present time. Very recently, with the advent of machine learning, many researchers resort to deep networks that regress the 3D shape and the camera pose directly from 2D images [11, 31, 49]. We refer the interested reader to [49, 31, 29, 32] and references therein for details of this line of research.

Contribution. Our first contribution, as described in the previous paragraphs, is to unify five pose estimation problems under the general framework of aligning two sets of geometric primitives. While such proposition has been presented in [9, 38] for point-to-point, point-to-line and point-to-plane correspondences, generalizing it to a broader class of primitives such as cylinders, cones, spheres, and ellipsoids, and showing its modeling capability in category-level registration (using the idea of SUEs) and pose estimation given 2D-3D correspondences has never been done. Our second contribution is to develop a simple, general, intuitive, yet effective and efficient framework to solve all five examples by simulating rigid body dynamics. As we will detail in Section 3, the general formulation (1) allows us to model $\mathcal{Y}$ as a fixed rigid body and $\mathcal{X}$ as a moving rigid body with $T$ representing the relative pose of $\mathcal{X}$ w.r.t. $\mathcal{Y}$. We then place virtual springs between points in $X_i$ and $Y_i$ that attain the shortest distance $\text{dist}(T \otimes X_i, Y_i)$ given $T$. The virtual springs naturally exert forces under which $\mathcal{X}$ is pulled towards $\mathcal{Y}$ with motion governed by Newton-Euler rigid body dynamics, and moreover, the potential energy of the dynamical system coincides with the objective function of problem (1). By assuming $\mathcal{X}$ moves in an environment with constant damping, the dynamical system will eventually arrive at an equilibrium point, from which a solution to problem (1) can be obtained. Our construction of such a dynamical system is inspired by recent work on physics-based registration [22, 23, 28], but goes much beyond them in showing that simulating dynamics can solve broader and more challenging pose estimation problems other than just point cloud registration. We name our approach DynAMical Pose estimation (DAMP), which we hope to stimulate the connection between computer vision and dynamical systems. We evaluate DAMP on both simulated and real datasets (Section 4) and demonstrate (i) DAMP always returns the globally optimal solution to Examples 1-3 with 3D-3D correspondences; (ii) although DAMP converges to suboptimal solutions given 2D-3D correspondences (Examples 4-5) with very low probability (<1%), using a sim-
ple scheme for escaping local minima, DAMP almost always succeeds. Our last contribution (Section 3.2) is to (partially) demystify the surprisingly good empirical performance of DAMP and prove a nontrivial global convergence result in the case of point cloud registration, by characterizing the local stability of equilibrium points. Extending the analysis to other examples remains open.

2. Geometry and Dynamics

In this section, we present two key results underpinning the DAMP algorithm. One is geometric and concerns the shortest distance between two geometric primitives, the other is dynamical and concerns simulating Newton-Euler dynamics of an \( N \)-primitive system.

2.1. Geometry

In view of Black-Box Optimization \([37]\), the question that needs to be answered before solving problem (1) is to evaluate the cost function at a given \( T \in SE(3) \), because the \( \text{dist}(X, Y) \) function is itself a minimization. Although in the simplest case of point cloud registration, \( \text{dist}(X, Y) = \|x - y\| \) can be written analytically, the following theorem states that in general \( \text{dist}(\cdot, \cdot) \) may require nontrivial computation.

**Theorem 6 (Shortest Distance Pair).** Let \( X \) and \( Y \) be two primitives of types 1-7, define \( (X, Y)_p \) as the set of points that attain the shortest distance between \( X \) and \( Y \), i.e.,

\[
(X, Y)_p = \arg \min_{(x, y) \in X \times Y} \|x - y\|.
\]

In the following cases, \( (X, Y)_p \) (and hence \( \text{dist}(X, Y) \)) can be computed either analytically or numerically.

1. **Point-Point (PP),** \( X = P(x), Y = P(y) \):

\[
(X, Y)_p = \{(x, y)\}.
\]

2. **Point-Line (PL),** \( X = P(x), Y = L(y, v) \):

\[
(X, Y)_p = \{(x, y + \alpha v) : \alpha = v^T(x - y)\},
\]

where \( y + \alpha v \) is the projection of \( x \) onto the line.

3. **Point-Plane (PH),** \( X = P(x), Y = H(y, n) \):

\[
(X, Y)_p = \{(x, x + \alpha n) : \alpha = n^T(y - x)\},
\]

where \( x + \alpha n \) is the projection of \( x \) onto the plane.

4. **Point-Sphere (PS),** \( X = P(x), Y = S(y, r) \):

\[
(X, Y)_p = \begin{cases} 
\{(x, z) : z \in S(y, r)\} & \text{if } x = y \\
\{(x, y + rv) : v = \frac{x - y}{\|x - y\|}\} & \text{otherwise},
\end{cases}
\]

where if \( x \) coincides with the center of the sphere, then the entire sphere achieves the shortest distance, while otherwise \( y + rv \), the projection of \( x \) onto the sphere, achieves the shortest distance.

5. **Point-Cylinder (PC),** \( X = P(x), Y = C(y, v, r) \):

\[
(X, Y)_p = \begin{cases} 
\{(x, y + ru) : u \in S^2, u \perp v\} & \text{if } x = y \\
\{(x, y + r \frac{x - y}{\|x - y\|})\} & \text{otherwise},
\end{cases}
\]

where \( y \triangleq y + \alpha v, \alpha = v^T(x - y) \), is the projection of \( x \) onto the central axis \( L(y, v) \). If \( x \) lies on the central axis, then any point on the circle that passes through \( x \) and is orthogonal to \( v \) achieves the shortest distance, otherwise, the projection of \( x - y \) onto the cylinder achieves the shortest distance.

6. **Point-Ellipsoid (PE),** \( X = P(x), Y = E(y, A) \):

\[
(X, Y)_p = \begin{cases} 
\{(x, x)\} & \text{if } x \in E \\
\{(x, (\lambda A + I)^{-1} x - y) : g(\lambda) = 0, \lambda > 0\} & \text{otherwise},
\end{cases}
\]

where \( x_y \triangleq x - y, g(\lambda) \) is a univariate function whose expression is given in Supplementary Material. If \( x \) belongs to the ellipsoid, then the shortest distance is zero. Otherwise, there is a unique point on the surface of the ellipsoid that achieves the shortest distance, obtained by finding the root of the function \( g(\lambda) \).

7. **Ellipsoid-Line (EL),** \( X = E(x, A), Y = L(y, v) \):

\[
(X, Y)_p = \begin{cases} 
\{(y_x, y + \alpha v) : \alpha \in [\alpha_1, \alpha_2]\} & \text{if } \Delta \geq 0 \\
\{(z(\lambda), y + \alpha(\lambda)v) : g(\lambda) = 0, \lambda > 0\} & \text{otherwise},
\end{cases}
\]

where \( y_x \triangleq y - x \), and the expressions of \( \Delta, \alpha_1, \alpha_2, z(\lambda), \lambda(\lambda), g(\lambda) \) are given in Supplementary Material. Intuitively, the discriminant \( \Delta \) decides when the line intersects with the ellipsoid. If there is no empty intersection, then an entire line segment

\( a \times b \) denotes the cross product of \( a, b \in \mathbb{R}^3 \). Given an axis-angle representation \((v, \theta)\) of a 3D rotation, the rotation matrix can be computed as \( R = \cos \theta I + \sin \theta [v]_x + (1 - \cos \theta)v v^T \), where \([v]_x^{\perp}\) is the skew-symmetric matrix associated with \( v \) such that \( v \times a \equiv [v]_x^{\perp} a \).
(determined by \( \alpha_{1,2} \)) achieves shortest distance zero. Otherwise, the unique shortest distance pair can be obtained by first finding the root \( \lambda \) of a univariate function \( g(\lambda) \) and then substituting \( \lambda \) into \( z(\lambda) \) and \( \alpha(\lambda) \).

A detailed proof of Theorem 6 is in Supplementary Material, with numerical methods for finding roots of \( g(\lambda) \).

Remark 7 (Distance). The \( \operatorname{dist}(\cdot, \cdot) \) function defined in (2) is inherited from convex analysis [17] and is appropriate for problems in this paper. However, it can be ill-defined for, e.g., aligning a pyramid to a sphere. A potentially better distance function would be the Hausdorff distance [41], but it is much more complicated to compute.

### 2.2. \( N \)-Primitive Rigid Body Dynamics

![Figure 2: Example of an \( N \)-primitive rigid-body dynamical system with \( N = 4 \). \( X_{1,3} \) are ellipsoids, \( X_{2,4} \) are points.](image)

In this paper we consider a rigid body consisting of \( N \) primitives \( \{X_i\}_{i=1}^N \) moving in an environment with constant damping coefficient \( \mu > 0 \), and each primitive \( X_i \) has a pointed mass located at \( x_i \in \mathbb{R}^3 \) w.r.t. a global coordinate frame (Fig. 2). Assume there is an external force \( f_i \in \mathbb{R}^3 \) acting on each primitive at location \( x_i \in \mathbb{R}^3, i = 1, \ldots, N \). Note that we do not restrict \( x_i = \bar{x}_i \), i.e., the external force is not required to act at the location of the pointed mass. For example, when \( X_i \) is an ellipsoid, \( x_i \) is the center of the ellipsoid, but \( x_i \) can be any point on the surface of or inside the ellipsoid (c.f. Fig. 2). We assume each primitive has equal mass \( m_i = m, i = 1, \ldots, N \), such that the center of mass of the \( N \)-primitive system is at \( \bar{x} \triangleq \frac{1}{N} \sum_{i=1}^N x_i \) (in the global frame). The next proposition states the system of equations governing the motion of the \( N \)-primitive system.

Proposition 8 (\( N \)-Primitive Dynamics). Let \( s(t) \triangleq [x_c^T, q^T, v_c^T, \omega_c^T]^T \in \mathbb{R}^{13} \) be the state space of the \( N \)-primitive rigid body in Fig. 2, where \( x_c \in \mathbb{R}^3 \) denotes the position of the center of mass in the global coordinate frame, \( q \in \mathbb{S}^3 \) denotes the unit quaternion representing the rotation from the body frame to the global frame, \( v_c \in \mathbb{R}^3 \) denotes the translational velocity of the center of mass, and \( \omega \in \mathbb{R}^3 \) denotes the angular velocity of the rigid body w.r.t. the center of mass. At \( t = 0 \), assume

\[
x_c(0) = \bar{x}, \quad q(0) = [0, 0, 0, 1]^T, \quad v_c(0) = 0, \quad \omega(0) = 0,
\]

so that the body frame coincides with the global frame (\( q(0) \) is the identity rotation). Call \( x_{ri} \triangleq x_i - \bar{x} \) the relative position of \( x_i \) w.r.t. the center of mass expressed in the body frame (a constant value w.r.t. time), then under the external forces \( f_i \) acting at locations \( \bar{x}_i \), expressed in global frame, the equations of motion of the dynamical system are

\[
\dot{s}(t) = \mathcal{F}(s; f, \bar{x}, \mu) = \begin{pmatrix}
x_c = v_c \\
\dot{q} = \frac{1}{2} q \odot \dot{\omega} \\
\dot{v}_c := \frac{1}{m} f \\
\dot{\omega} := \alpha = J^{-1}(\tau - \omega \times J\omega)
\end{pmatrix},
\]

where \( \dot{\omega} \triangleq [\omega^T, 0]^T \in \mathbb{R}^4 \) is the homogenization of \( \omega \), “\( \odot \)” denotes the quaternion product [54], \( M \triangleq N m \) is the total mass of the system, \( f \) is the total external force

\[
f = \sum_{i=1}^N f_i - \mu (v_c + R_q (\omega \times x_i)),
\]

with \( R_q \in \text{SO}(3) \) being the unique rotation matrix associated with the quaternion \( q \), \( J \) is the moment of inertia \( J \triangleq -m \sum_{i=1}^N [x_{ri}]^2 \in \mathbb{S}^3_{++} \) expressed in the body frame, and \( \tau \) is the total torque

\[
\tau = \sum_{i=1}^N R_q^T (x_i - x_c) \times (R_q^T f_i),
\]

in the body frame (\( R_q^T \) rotates vectors to body frame).

The proof of Proposition 8 follows directly from [6].

Remark 9 (Unbounded Primitives). In this paper, it suffices to consider bounded primitives (ellipsoids, points) in the \( N \)-primitive system. For an unbounded primitive (e.g., lines, planes), it remains open how to distribute its mass. A simple idea is to place all its mass \( m_i \) at the point of contact \( \bar{x}_i \).

### 3. Dynamical Pose Estimation

#### 3.1. Overview of DAMP

The idea in DAMP is to treat \( X \) as the \( N \)-primitive rigid body in Fig. 2, and treat \( Y \) as a set of primitives in the global frame that stay fixed and generate external forces to \( X \), i.e., each primitive \( Y_i \) applies an external force \( f_i \) on \( X_i \) at location \( \bar{x}_i \) (red arrows in Fig. 2). Although this idea is inspired by related works [22, 23, 28], our construction of
the forces significantly differ from them in two aspects: (i) we place a virtual spring, with coefficient \( k \), between each pair of corresponding primitives \((X_i, Y_i)\); (ii) the two endpoints of the virtual spring are found using Theorem 6 so that the virtual spring spans the shortest distance between \( X_i \) and \( Y_i \). With this, we have the following lemma.

**Lemma 10 (Potential Energy).** If the virtual spring has its two endpoints located at the shortest distance pair \((T \otimes X_i, Y_i)_p\) for any \( T \), and the spring has constant coefficient \( k = 2 \), then the cost function of problem (1) is equal to the potential energy of the dynamical system.

We now state the DAMP algorithm (Algorithm 1). The input to DAMP is two sets of geometric primitives as in problem (1). In particular, we require the \((X_i, Y_i)\) pair to be one of the seven types listed in Theorem 6, which encapsulate Examples 1-5. DAMP starts by computing the center of mass \( \bar{x} \), the relative positions \( x_{ri} \), and the moment of inertia \( J \) (line 4) using the location of the pointed mass \( x_i \) of each primitive in \( \mathcal{X} \) (since \( X_i \) is either a point or an ellipsoid among Examples 1-5, \( x_i \) is well defined as in Fig. 2). Then DAMP computes the Cholesky factorization of \( J \) and stores the lower-triangular Cholesky factor \( L \) (line 5), which will later be used to compute the angular acceleration \( \alpha \) in eq. (12). In line 7, the simulation is initialized at \( s_0 \) as in (11), which basically states that \( \mathcal{X} \) starts at rest without any initial speed. At each iteration of the main loop, DAMP first computes a shortest distance pair \( (\mathbf{z}_i, \mathbf{y}_i) \) between the fixed \( Y_i \) and the \( X_i \) at current state \( s \), denoted as \( X_i(s) \) (line 12). With the shortest distance \( (\mathbf{z}_i, \mathbf{y}_i) \), DAMP spawns an instantaneous virtual spring between \( X_i \) and \( Y_i \) with endpoints at \( \mathbf{z}_i \) and \( \mathbf{y}_i \), leading to a virtual spring force \( \mathbf{f}_i = k(\mathbf{y}_i - \mathbf{z}_i) \) (line 13). Then DAMP computes the time derivative of the state \( \dot{s} \) using eqs. (12)-(14) (line 15). If \( ||\dot{s}|| \) is smaller than the predefined threshold \( \varepsilon \), then the dynamical system has reached an equilibrium point and the simulation stops (line 23). Otherwise, DAMP updates the state of the dynamical system, with proper renormalization on \( q \) to ensure a valid 3D rotation (line 27). The initial pose of \( X \) is \((\bar{x}, \mathbf{I}_3)\), and the final pose of \( X \) is \((x_c, \mathcal{R}_q)\), therefore, DAMP returns the alignment \( T \) that transforms \( \mathbf{x} \) from the initial state to the final state (line 30): \( \mathcal{R} = \mathcal{R}_q, t = x_c - \mathbf{R}_q \bar{x} \).

**Escape local minima.** The DAMP framework allows a simple scheme for escaping suboptimal solutions. If the boolean flag \( \text{EscapeMinimum} \) is True, then each time the system reaches an equilibrium point, DAMP computes the potential energy of the system (which is the cost function of (1) by Lemma 10), stores the energy and state in \( C, S \), and randomly perturbs the derivative of the state (imagine a virtual “hammering” on \( \mathcal{X} \), line 20). After executing the \( \text{EscapeMinimum} \) scheme for a number of \( T_{\text{max}} \) trials, DAMP uses the state with minimum potential energy (line 29) to compute the final solution \( T \).

### 3.2. Global Convergence: Point Cloud Registration

Due to the external damping \( \mu \), DAMP is guaranteed to converge to an equilibrium point with \( \dot{s} = 0 \), a result that is well-known from Lyapunov theory [47]. However, the system (12) may have many (even infinite) equilibrium points. Therefore, a natural question is: *Does DAMP converge to an*...
equilibrium point that minimizes the potential energy of the system? If the answer is affirmative, then by Lemma 10, we can guarantee that DAMP finds the global minimizer of problem (1). The next theorem establishes the global convergence of DAMP for point cloud registration.

**Theorem 11 (Global Convergence).** In problem (1), let \( \mathcal{X} \) and \( \mathcal{Y} \) be two sets of 3D points under generic configuration.

(i) The system (12) has four equilibrium points \( \dot{s} = 0 \);
(ii) One of the (optimal) equilibrium point minimizes the potential energy;
(iii) Three other spurious equilibrium points differ from the optimal equilibrium point by a rotation of \( \pi \);
(iv) The spurious equilibrium points are locally unstable.

Therefore, DAMP (Algorithm 1 with EscapeMinimum = False) is guaranteed to converge to the optimal equilibrium point.

The proof of Theorem 11 is algebraically involved and is presented in the Supplementary Material. The condition “generic configuration” helps remove pathological cases such as when the 3D points are collinear and coplanar (examples given in Supplementary Material).

4. Experiments

We first show that DAMP always converges to the optimal solution given 3D-3D correspondences (Section 4.1), then we show the EscapeMinimum scheme helps escape suboptimal solutions given 2D-3D correspondences (Section 4.2).

4.1. 3D-3D: Empirical Global Convergence

**Point Cloud Registration.** We randomly sample \( N = 100 \) 3D points from \( \mathcal{N}(0, I_3) \) to be \( \mathcal{X} \), then generate \( \mathcal{Y} \) by applying a random rigid transformation \( (\mathbf{R}, t) \) to \( \mathcal{X} \), followed by adding Gaussian noise \( \mathcal{N}(0, 0.01^2 I_3) \). We run DAMP without EscapeMinimum, and compare its estimated pose w.r.t. the groundtruth pose, as well as the optimal pose returned by Horn’s method [27] (label: SVD). Table 1 shows the rotation \( (\epsilon_R) \) and translation \( (\epsilon_t) \) estimation errors of DAMP and SVD w.r.t. groundtruth, as well as the difference between DAMP and SVD estimates \( (\bar{\epsilon}_R, \bar{\epsilon}_t) \), under 1000 Monte Carlo runs. The statistics show that (i) DAMP always converges to the globally optimal solution (\( \bar{\epsilon}_R, \bar{\epsilon}_t \) are numerically zero), empirically proving the correctness of Theorem 11; (ii) DAMP returns accurate pose estimations. On average, DAMP converges to the optimal equilibrium point in 27 iterations (\( \| \dot{s} \| < 10^{-6} \)), and runs in 6.3 milliseconds. Although DAMP is slower than SVD in 3D, it opens up a new method to perform high-dimensional point cloud registration by using geometric algebra [18] to simulate rigid body dynamics [8], when SVD becomes expensive. We also use the Bunny dataset for point cloud registration and DAMP always returns the correct solution, shown in Fig. 1(a).

![Figure 3: Rotation error and runtime of DAMP compared with SDR [9] on random primitive registration with increasing noise levels. DAMP always converges to the globally optimal solution while being 10 times faster.](image)

**Table 1: Point cloud registration: DAMP converges to the globally optimal solution. Errors in (mean/ min/ max).**

<table>
<thead>
<tr>
<th></th>
<th>DAMP</th>
<th>SVD [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_R ) (°)</td>
<td>(0.065/0.011/0.188)</td>
<td>(0.065/0.011/0.188)</td>
</tr>
<tr>
<td>( \epsilon_t ) (m)</td>
<td>(1.6e−3/1.4e−4/4.3e−3)</td>
<td>(1.6e−3/1.4e−4/4.3e−3)</td>
</tr>
<tr>
<td>( \bar{\epsilon}_R ) (°)</td>
<td>(2.9e−5/0/5.1e−5)</td>
<td></td>
</tr>
<tr>
<td>( \bar{\epsilon}_t ) (m)</td>
<td>(2.3e−7/6.1e−9/6.9e−7)</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3:** Rotation error and runtime of DAMP compared with SDR [9] on random primitive registration with increasing noise levels. DAMP always converges to the globally optimal solution while being 10 times faster.

**Category Registration.** We use three categories, airplane, car, and chair, from the PASCAL3D+ dataset [51] to test DAMP for category registration. In particular, given a list
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of $K$ instances in a category, where each instance has $N$ semantic keypoints $B_k \in \mathbb{R}^{3\times N}, k = 1, \ldots, K$. We first build a category model of the $K$ instances into $N$ SUEs (see Supplementary Material) and use it as $\mathcal{Y}$ in problem (1). Then we randomly generate an unknown instance of this category by following the active shape model [60, 55], i.e. $S = \sum_{k=1}^{K} c_k B_k$ with $c_k \geq 0, \sum_{k=1}^{K} c_k = 1$. After this, we apply a random transformation $(\mathbf{R}, \mathbf{t})$ to $S$ to obtain $\mathcal{X}$ in problem (1). We have $N = 8, K = 8$ for aeroplane, $N = 12, K = 9$ for car, and $N = 10, K = 8$ for chair. For each category, we perform 1000 Monte Carlo runs and Fig. 4 summarizes the rotation and translation estimation errors. We can see that DAMP returns accurate rotation and translation estimates for all 1000 Monte Carlo runs of each category. Because a globally optimal solver is not available for the case of registering a point cloud to a set of ellipsoids, we cannot claim the global convergence of DAMP, although the results highly suggest the global convergence. An example of registering the chair category is shown in Fig. 1(c).

**4.2. 2D-3D: Escape Local Minima**

**Absolute Pose Estimation.** We follow the protocol in [30] for absolute pose estimation. We first generate $N$ groundtruth 3D points within the $[-2, 2] \times [-2, 2] \times [4, 8]$ box inside the camera frame, then project the 3D points onto the image plane and add random Gaussian noise $\mathcal{N}(0, 0.01^2 \mathbf{I}_2)$ to the 2D projections. $N$ bearing vectors are then formed from the 2D projections to be the set $\mathcal{Y}$ in problem (1). We apply a random $(\mathbf{R}, \mathbf{t})$ to the groundtruth 3D points to convert them into the world frame as the set $\mathcal{X}$ in problem (1). We apply DAMP to solve 1000 Monte Carlo runs of this problem for $N = 50, 100, 200$, with both EscapeMinimum = False and EscapeMinimum = True ($T_{\text{max}} = 5$). Table 2 shows the success rate of DAMP, where we say a pose estimation is successful if rotation error is below 5° and translation error is below 0.5. One can see that, (i) even without the EscapeMinimum scheme, DAMP already has a very high success rate and it only failed twice when $N = 100$; (ii) with the EscapeMinimum scheme, DAMP achieves a 100% success rate. This experiment indicates that the special configuration of the bearing vectors (i.e., they form a “cone” pointed at the camera center) is more challenging for DAMP to converge. We also apply DAMP to satellite pose estimation from 2D landmarks detected by a neural network [12] using the SPEED dataset [45] and a successful example is provided in Fig. 1(d).

**Category APE.** We test DAMP on FG3DCar [34] for category APE, which contains 300 images of cars each with $N = 256$ 2D landmark detections. DAMP performs pose estimation by aligning the category model of SUEs (c.f. Fig. 1(e)) to the set of bearing vectors. Fig. 5 compares the rotation estimation error of DAMP with Shape* [55], a state-of-the-art certifiably optimal solver for joint shape and pose estimation from 2D landmarks. We can see that DAMP without EscapeMinimum fails on 6 out of the 300 images, but DAMP with EscapeMinimum succeeds on all 300 images, and return rotation estimates that are similar to Shape* (note that the difference is due to Shape* using a weak perspective camera model). We do notice that this is a challenging case for DAMP because it takes more than 1000 iterations to converge, and the average runtime is 20 seconds. However, DAMP is still faster than Shape* (about 1 minute runtime), and we believe there is significant room for speedup by using parallelization [28, 2].

**5. Conclusion**

We proposed DAMP, the first general meta-algorithm for solving five pose estimation problems by simulating rigid body dynamics. We demonstrated surprising global convergence of DAMP: it always converges given 3D-3D correspondences, and effectively escapes suboptimal solutions given 2D-3D correspondences. We proved a global convergence result in the case of point cloud registration.

Future work can be done to (i) extend the global convergence to general primitive registration; (ii) explore GPU parallelization [2] to enable a fast implementation; (iii) generalize DAMP to high-dimensional registration for applications such as unsupervised language translation [14, 4]. Geometric algebra (GA) [18] can describe rigid body dynamics in any dimension, but computational challenges remain in high-dimensional GA and deserve further investigation.

![Figure 4: Rotation and translation estimation error of DAMP on category registration using the aeroplane, car, and chair categories from PASCAL3D+ dataset [51].](attachment:image4.png)

![Figure 5: Rotation estimation error of DAMP (both with and without EscapeMinimum) and Shape* on FG3DCar [34].](attachment:image5.png)
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