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Abstract

To reduce annotation labor associated with object de-
tection, an increasing number of studies focus on transfer-
ring the learned knowledge from a labeled source domain to
another unlabeled target domain. However, existing meth-
ods assume that the labeled data are sampled from a single
source domain, which ignores a more generalized scenario,
where labeled data are from multiple source domains. For
the more challenging task, we propose a unified Faster R-
CNN based framework, termed Divide-and-Merge Spindle
Network (DMSN), which can simultaneously enhance do-
main invariance and preserve discriminative power. Specif-
ically, the framework contains multiple source subnets and
a pseudo target subnet. First, we propose a hierarchi-
cal feature alignment strategy to conduct strong and weak
alignments for low- and high-level features, respectively,
considering their different effects for object detection. Sec-
ond, we develop a novel pseudo subnet learning algorithm
to approximate optimal parameters of pseudo target subset
by weighted combination of parameters in different source
subnets. Finally, a consistency regularization for region
proposal network is proposed to facilitate each subnet to
learn more abstract invariances. Extensive experiments on
different adaptation scenarios demonstrate the effectiveness
of the proposed model.

1. Introduction
As a fundamental task in computer vision, object de-

tection has drawn much attention in the past decade [34,
32, 25]. With the development of convolutional neural
networks (CNNs), some modern CNN-based detectors like
Faster R-CNN [35] have emerged and been successfully ap-
plied to many tasks, such as autonomous driving [10, 38],
face and pedestrian detection [17, 27], etc. However, the
high-quality performance of detectors is based on large-
scale training images with annotated bounding boxes. In
the real world, variances exist between training and test im-
ages in many aspects, including object appearance, back-
ground, even taken time. Due to these domain discrepan-

Labeled source domain Sk Unlabeled target domain T Labeled source domain Sj

Figure 1. An example of domain shift in the multi-source scenario
for object detection. The above images are sampled from different
subsets of BDD100k [50]. Source domain Sj and Sk are taken
in daytime and night, respectively, while the images in target do-
main T are taken in dawn/dusk. As shown in the above results,
directly combining images from multiple sources and conducting
single-source domain adaptation (DA) will cause performance de-
cay compared with only using the best single source domain. Note
that mAP denotes mean average precision.

cies, the performance on the test images may decrease dra-
matically. Although annotating more training data of the
new domain is able to alleviate the phenomenon, it is not an
optimal strategy due to large time and labor costs.

To mitigate the domain gap, unsupervised domain adap-
tation (UDA) has been widely used for object detection [6,
20, 22, 19]. Domain adaptive Faster R-CNN [6] is a mile-
stone study developed for tackling the domain shift prob-
lem in object detection. In the work, image-level features
and instance-level features are respectively aligned through
an adversarial manner. Following [6], a series of Faster R-
CNN based adaptation models [57, 56] have emerged re-
cently. Considering that image-level alignment transfers
massive unnecessary information background for object de-
tection, Zhu et al. [56] and Saito et al. [37] pay more at-
tention to align informative local regions. To minimize the

3273



domain distribution disparity on each block, He et al. [14]
propose multi-adversarial Faster R-CNN to conduct layer-
wise domain feature alignment. However, existing algo-
rithms for domain adaptive object detection assume that the
source data are sampled from a single domain, which lim-
its the generalization of the model. We consider a more
practical scenario that the source data are collected from
multiple domains with different distributions. As shown in
Figure 1, directly combining two sources and performing
single-source domain adaptation (DA) cause performance
decay compared with the best result of a single domain,
i.e. 29.9% vs. 31.4%. It is mainly resulted from the mu-
tual interference between different sources that exist serious
domain discrepancy, which is also demonstrated in other
tasks [54, 29, 36]. Therefore, we need to design a special-
ized framework for domain adaptive object detection from
multiple sources.

Though multi-source domain adaptation has been ex-
plored for other tasks, such as image classification [54, 48]
and segmentation [53], they all belong to the straightfor-
ward classification task regardless of image-level or pixel-
level. However, detection model like Faster R-CNN is a
complex system for both regression and classification, and
it contains multiple components including feature extrac-
tor, region proposal network (RPN), etc. In this paper, for
the new task, we develop a framework termed Divide-and-
Merge Spindle Network (DMSN), in which multiple source
subnets and a pseudo subnet are included. First, we pro-
pose a hierarchical feature alignment strategy. Since low-
level features have high resolution that is important to local-
ization [30], we perform strong alignment for them of dif-
ferent domains. For the high-level features that are impor-
tant for object recognition, we weakly align each source and
target in corresponding supervised source subnet. Second,
to approximate optimal parameters for the target domain,
we develop a pseudo subnet learning (PSL) algorithm, in
which the pseudo subnet is updated via exponential mov-
ing average (EMA) [42] parameters of different source sub-
nets. Finally, a new consistency regularization on region
proposals are conducted between each source subnet and
the pseudo target, which enables the model to capture more
robust instance-level invariances for object detection. In the
testing phase, the predictions of each subnet are merged into
final inference.

In summary, our contributions are threefold.

• We propose to conduct domain adaptation for object
detection from multiple sources. To the best of our
knowledge, this is the first work on multi-source do-
main adaptation for object detection that contains both
classification and regression.

• We propose a unified framework termed DMSN to
tackle the new problem. The characteristics of each

source domain are preserved in each independent su-
pervised source subnet. Meanwhile, an optimal pseudo
subnet is approximated by aggregating parameters of
different source subnets.

• A new consistency regularization is designed to facili-
tate each source subnet to propose similar region pro-
posals with the pseudo subnet, so that the model is able
to learn more abstract invariances. The results of ex-
tensive experiments demonstrate the effectiveness of
our proposed framework.

2. Related Work
2.1. Object Detection

Object detection [35, 12] is a fundamental task in com-
puter vision, and it has received booming development dur-
ing the last decade. The methods that are based on the
deep convolutional neural network (CNNs) can be classified
into two types: one-stage model [25, 32, 33] and two-stage
model [35]. Two-stage model employs region proposal-
based detectors, in which a mass of region proposals are
generated in advance for refining and revision. Originally,
Fast R-CNN [11] utilizes selective search to obtain candi-
date bounding boxes. Later in Faster R-CNN [35], region
proposals are learned by the proposed RPN, which obvi-
ously saves computing consumptions. Recently, some one-
stage models are introduced to accelerate the speed of de-
tection. These methods apply predefined anchor boxes or
points near the center of objects to predict bounding boxes.
In this paper, we use Faster R-CNN as our base detector fol-
lowing [39, 56, 16], and transfer knowledge from multiple
source domains to the new target domain.

2.2. Domain Adaptation for Object Detection

Due to the labor consumption of data annotation and do-
main shift existing in different domains, domain adaptive
object detection [47, 1, 44, 45] has emerged to solve these
problems. Domain adaptive Faster R-CNN [6] is a mile-
stone two-stage object detector to diminish the domain gap
between different datasets. The work is based on Faster R-
CNN [35] and aligns the distribution on image-level and
instance-level by domain classifier by adversarial learning.
Besides, the consistency between image-level and instance-
level alignment is enforced to learn a more robust model.
Along this idea, a series of frameworks [4, 20, 18] are de-
veloped for domain adaptive object detection. For example,
He et al. [14] propose to conduct feature alignment in mul-
tiple layers, while Saito et al. [37] exploit strong and weak
adaptation in local and strong features, respectively. Apart
from aligning different domains on feature-level, Hsu et
al. [16] also employ CycleGAN [16] to map source images
into an intermediate domain through synthesizing the tar-
get distributions on the pixel-level. When directly applying
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Figure 2. Pipeline of the proposed DMSN. The feature extractor is divided into two parts, including G1 and G2, where G2 =
{{GSi

2 }Mi=1, G
T
2 }. In the first training phase, features from G1 are aligned through GRL and domain discriminator Dl trained by least-

squares loss. Then the images of domain Sj and T are fed into the source subnet GSi , i = 1, ...,M to perform the high-level source-target
domain alignment and source domain detection learning. In the second training phase, we maintain the learning objective of the first phase
and add consistency regularization (Lcon) for RPN and pseudo subnet learning (PSL). LMB denotes loss memory bank. Note that the
arrows or lines in purple denote the operation in the second training phase.

to adaptive object detection with multiple sources, a more
practical scenario, most of these methods suffer from low
performances. In this paper, we develop a specialized net-
work to handle source images from multiple domains.

2.3. Multi-Source Domain Adaptation

Multi-source domain adaptation (MSDA) [41, 52, 31,
49, 21] assumes that the training instances are from mul-
tiple domains. Recently, several studies follow the routine
of single-source DA to utilize a shared network to forcedly
align the multiple source distributions. For instance, multi-
source domain adversarial network (MDAN) [51] trains a
discriminator to distinguish the source and target data, while
the feature extractor aims to obtain domain-invariant fea-
tures by adversarial learning. To better diminish the dis-
crepancy between domains, Peng et al. [29] propose to
transfer the knowledge from multiple sources to the target
by aligning moments of their feature distributions. How-
ever, these methods may result in performance decay due to
the loss of the discriminative power of each domain.

Besides, there is another routine based on the theoreti-
cal analysis [2, 3, 26] for MSDA, which demonstrates that
the target distribution can be approximated by a mixture of
the multiple source distributions. To calculate more accu-
rate combination weights for source domains, Hoffman et
al. [15] develop a novel bound using DC-programming.
Therefore, weighted combination of multiple source do-

mains has been widely used for MSDA [43]. Xu et al. [48]
develop a deep cocktail network (DCTN) to train a classi-
fier for each source domain and combine the predictions of
different classifiers weighted by perplexity scores. In [54],
Zhao et al. first fix the specialized feature extractor of each
source and adversarially map the target data into the fea-
ture space of each source. Then, the prediction is gener-
ated by aggregating different source predictions weighted
by the discrepancy between each source and the target. Dif-
ferent from them, we introduce a pseudo subnet for the tar-
get domain, which is updated by directly weighting param-
eters of each source subnet. Also, existing MSDA algo-
rithms [54, 23, 48] forcibly align different domains without
considering the loss of the feature discriminativity. In this
paper, we can not only learn more domain invariance but
also preserve discriminative property of features. Besides,
we are the first to focus on MSDA for object detection.

3. Method

3.1. Overview

In unsupervised MSDA, we consider the scenario that
there are M labeled source domains S1, S2, ..., SM and
one unlabeled target domain T . In the i-th source domain
Si = {(xj

i , B
j
i )}

Ni
j=1, suppose xj

i represents the j-th images
and Bj

i denotes the corresponding bounding box annota-
tion. Note that Ni is the number of images in the i-th source
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d o m ai n. I n t h e u nl a b el e d t ar g et d o m ai n T = { x j
T } N T

j = 1 , t h e

j -t h i m a g e is r e pr es e nt e d b y x j
T , a n d N T d e n ot es t h e i m a g es

of t ar g et d o m ai n. I n t his pr o bl e m, o ur g o al is t o l e ar n a n o b-
j e ct d et e ct or t h at c a n c orr e ctl y d et e ct t h e o bj e ct i n i m a g es
fr o m t h e t ar g et d o m ai n b as e d o n m ulti pl e l a b el e d s o ur c e
d o m ai ns { S i }

M
i = 1 a n d u nl a b el e d tr ai ni n g d at a i n t h e t ar g et

d o m ai n T . We e m p h asi z e t h e f oll o wi n g t w o h y p ot h es es i n
t h e p a p er: ( 1) h o m o g e n eit y, i. e., x j

i ∈ R d , xjT ∈ R d , i n di-
c ati n g t h at t h e f e at ur e of d at a fr o m all t h e d o m ai ns ar e i n
i d e nti c al s p a c e wit h t h e s a m e di m e nsi o n b ut diff er e nt dis-
tri b uti o ns; ( 2) cl os e d s et, m e a ni n g t h at t h e d at a fr o m all t h e
d o m ai ns s h ar e t h e s a m e c at e g or y s p a c e.

We pr o p os e a n o v el fr a m e w or k t er m e d Di vi d e- a n d-
M er g e S pi n dl e ( D M S N) a n d t h e pi p eli n e is s h o w n i n Fi g-
ur e 2 . O ur l e ar ni n g pr o c ess is di vi d e d i nt o t w o p h as es. I n
t h e first tr ai ni n g p h as e, w e str o n gl y ali g n l o w-l e v el f e at ur es
f or all t h e d o m ai ns, w hil e t h e hi g h-l e v el f e at ur es ar e w e a kl y
ali g n e d b et w e e n e a c h s o ur c e d o m ai n a n d t h e t ar g et d o m ai n.
M e a n w hil e, w e als o tr ai n e a c h l a b el e d s o ur c e s u b n et G S i

s e p ar at el y s u p er vis e d b y i nst a n c e-l e v el a n n ot ati o ns, w hi c h
e n a bl es it t o eff e cti v el y l e ar n t h e c h ar a ct eristi cs of e a c h
s o ur c e. I n t h e s e c o n d tr ai ni n g p h as e, t h e l e ar ni n g o bj e cti v e
i n t h e first tr ai ni n g p h as e is m ai nt ai n e d. We c o n d u ct a c o n-
sist e n c y l e ar ni n g al g orit h m o n r e gi o n pr o p os als. B esi d es,
w e pr o p os e a d y n a mi c w ei g hti n g ( D W) str at e g y t o a g gr e-
g at e t h e p ar a m et ers of ot h er s o ur c e s u b n ets f or u p d ati n g t h e
p ar a m et ers of t h e ps e u d o s u b n et.

3. 2. Hi e r a r c hi c al F e at u r e Ali g n m e nt

As s h o w n i n Fi g ur e 2 , t h e b a c k b o n e is di vi d e d i nt o t w o
p arts, i. e. G 1 a n d G 2 = { { G S i

2 } M
i = 1 , GT2 } . We p erf or m dif-

f er e nt ali g n m e nt str at e gi es f or t h e f e at ur es of diff er e nt l e v-
els. At t h e s a m e ti m e, t h e s u p er vis e d l e ar ni n g f or o bj e ct
d et e cti o n f or e a c h l a b el e d s o ur c e d o m ai n is c o n d u ct e d i n
t h e c orr es p o n di n g s o ur c e s u b n et.
L o w-l e v el f e at u r e ali g n m e nt. C o nsi d eri n g t h e f a ct t h at
l o w-l e v el f e at ur es ar e s c ar c el y ass o ci at e d wit h hi g h-l e v el
s e m a nti cs, w e ai m t o l e ar n d o m ai n-i n v ari a nt f e at ur es wit h
s h ar e d p ar a m et ers. F urt h er m or e, wit h t h e hi g h r es ol uti o n,
l o w-l e v el f e at ur es b e n e fit t o i m pr o v e t h e l o c ali z ati o n a bil-
it y [3 0 , 5 ]. T h er ef or e, w e str o n gl y c o n d u ct ali g n l o c al
f e at ur es i n l o w er l a y ers usi n g a l e ast-s q u ar es l oss i ns pir e d
b y [ 3 7 , 5 5 ] t o tr ai n t h e d o m ai n dis cri mi n at or D l , c o nsist-
i n g of 1× 1 c o n v ol uti o n al l a y ers. A gr a di e nt r e v ers al l a y er
( G R L) [9 ] is pl a c e d b et w e e n t h e b a c k b o n e a n d d o m ai n dis-
cri mi n at or D l t o i m pl e m e nt a d v ers ari al l e ar ni n g. T h e l o w-
l e v el f e at ur e m a ps e xtr a ct e d fr o m G 1 ar e i n p ut i nt o D l , a n d
t h e n t h e di m e nsi o n of t h e c h a n n el is r e d u c e d t o M + 1 ,
r e pr es e nti n g M s o ur c e d o m ai ns a n d o n e t ar g et d o m ai n.
T h e wi dt h a n d h ei g ht of t h e f e at ur e m a ps ar e d e n ot e d wit h
W a n d H , r es p e cti v el y. We us e D l (G 1 (x )) k

w h t o r e pr e-
s e nt e a c h l o c ati o n i n k -t h c h a n n el- wis e o ut p ut f or i m a g e x ,
w h er e k = 1 , 2 , ..., M + 1 . Diff er e nt fr o m [3 7 ], f or i m a g es

{ (x j
i )}

N i
j = 1 of i-t h s o ur c e d o m ai n, w e ai m t o n ot o nl y ali g n

t h e f e at ur es wit h t h e t ar g et d o m ai n b ut als o bri d g e t h e g a p
b et w e e n s o ur c e d o m ai ns:

L S i
l =

1

N i W H

N i

j = 1

W

w = 1

H

h = 1

1 − D l ( G 1 ( x j
i ) ) i

w h
2

+

M + 1

k ≠ i

D k
l G 1 ( x j

i )
k

w h

2
.

( 1)

F or t ar g et i m a g es { x j
T } N T

j = 1 , t h e l e ast-s q u ar es l oss is f or-
m uli z e d as:

L T
l =

1

N T W H

N T

j = 1

W

w = 1

H

h = 1

1 − D l ( G 1 ( x j
T ) ) M + 1

w h
2
. ( 2)

Si n c e t h e t w o l oss es ar e c o n d u ct e d o n e a c h l o c ati o n of t h e
f e at ur e m a ps, t h e l o c al f e at ur es c a n b e w ell ali g n e d. T h e
o v er all l oss o n l o w-l e v el f e at ur es is f or m uli z e d as:

L l =

M

i = 1

L S i
l + L T

l . ( 3)

Hi g h-l e v el f e at u r e ali g n m e nt. I n t h e hi g h er l a y ers, t h e n et-
w or k is di vi d e d i nt o M + 1 br a n c h es, i n cl u di n g M s o ur c e
s u b n et { G S i } M

i = 1 a n d a ps e u d o t ar g et s u b n et G T . T h e s o ur c e
i nst a n c es ar e f e d i nt o o n e of t h e c orr es p o n di n g s p e ci ali z e d
s u b n ets, w hil e t h e t ar g et i nst a n c es ar e f e d i nt o all t h e s u b-
n ets. We d e fi n e G S i

2 as t h e s e c o n d-st a g e f e at ur e e xtr a ct or
f or t h e i-t h s o ur c e d o m ai n, w hil e G T

2 d e n ot es t h e s e c o n d-
st a g e f e at ur e e xtr a ct or i n t h e ps e u d o s u b n et. I n t h e s o ur c e
s u b n et G S i , w e s u p p os e t h at t h e hi g h-l e v el h olisti c f e at ur e
of j -t h i m a g e fr o m t h e i-t h s o ur c e a n d t ar g et ar e r es p e c-
ti v el y r e pr es e nt e d as F S i j a n d F T i j , r es p e cti v el y, w h er e

F S i j
= G S i

2 (G 1 (x j
i )) a n d F T i j

= G S i
2 (G 1 (x j

T )) . T o pr e-
s er v e c h ar a ct eristi cs of e a c h s o ur c e, w e ai m t o w e a kl y ali g n
distri b uti o ns of h olisti c f e at ur es f or e a c h G S i

2 vi a G R L a n d

s o ur c e-t ar g et d o m ai n dis cri mi n at or D S i

h . I ns pir e d b y [3 7 ],

w e e m pl o y f o c al l oss [ 2 4 ] t o tr ai n D S i

h of G S i
2 as f oll o ws:

L S i
h =

1

N i

N i

j = 1

1 − D S i
h F S i j )

γ
l o g D S i

h ( F S i j )

+
1

N T

N T

j = 1

D S i
h F T i j ) γ l o g 1 − D S i

h F T i j ) ,

( 4)

w h er e L S i

h d e n ot es t h e d o m ai n cl assi fi er l oss o n hi g h-
l e v el f e at ur es b et w e e n t h e i-t h s o ur c e a n d t h e t ar g et. γ is
us e d t o c o ntr ols t h e w ei g ht o n h ar d e x a m pl es. T h e o v er-
all s o ur c e-t ar g et d o m ai n dis cri mi n at or l oss is writt e n as
L h =

M
i = 1 L S i

h .

3. 3. Ps e u d o S u b n et L e a r ni n g

Aft er t h e first tr ai ni n g p h as e, e a c h s o ur c e s u b n et h as
l e ar n e d c h ar a ct eristi cs of c orr es p o n di n g s o ur c e d o m ai n.
A c c or di n g t o t h e t h e or eti c al pr o of i n [ 2 , 3 , 2 6 ], t h e t ar g et
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distri b uti o n c a n b e a p pr o xi m at e d b y t h e w ei g ht e d c o m bi n a-
ti o n of t h e distri b uti o n of diff er e nt s o ur c es. E xisti n g st u di es
o n M S D A [ 4 8 , 5 4 ] m ai nl y f o c us o n w ei g hti n g diff er e nt pr e-
di cti o ns i n t h e i nf er e n c e p h as e. I n t his p a p er, fr o m a n e w
p ers p e cti v e, w e ai m t o dir e ctl y l e ar n a ps e u d o s u b n et G T

f or t ar g et b y w ei g hti n g t h e p ar a m et ers of e a c h s o ur c e s u b-
n et G S i . I ns pir e d b y m e a n t e a c h er m et h o d [4 , 4 2 , 8 ] us e d i n
s e mi-s u p er vis e d l e ar ni n g, w e o bt ai n t h e ps e u d o s u b n et b y
e x p o n e nti al m o vi n g a v er a g e ( E M A) p ar a m et ers of s o ur c e
s u b n ets. Diff er e nt fr o m [ 4 ], w hi c h o nl y a v er a g es p ar a m e-
t ers o n t h e t e m p or al s e q u e n c e, w e als o c o nsi d er h o w t o a g-
gr e g at e t h e p ar a m et ers of diff er e nt s o ur c e s u b n ets. T o r e a-
s o n a bl y i nt e gr at e t h e k n o wl e d g e of e a c h s o ur c e, w e d esi g n a
d y n a mi c w ei g hti n g ( D W) str at e g y b as e d o n t h e dis cr e p a n c y
b et w e e n e a c h s o ur c e a n d t ar g et t o c o n d u ct gr e at er w ei g ht
f or m or e r el e v a nt s o ur c es.

As m e nti o n e d i n S e cti o n 3. 2 , s o ur c e-t ar g et cl assi fi er D S i

h

i n G S i is e m pl o y e d t o disti n g uis h t ar g et i m a g es a n d s o ur c e
i m a g es of t h e i-t h d o m ai n. T h e l ar g er v al u e of L S i

h i n di-
c at es t h at t h e distri b uti o ns of t h e i-t h s o ur c e a n d t h e t ar-
g et ar e m or e si mil ar. B as e d o n t h e i m p ort a nt c u es, w e
d esi g n a d y n a mi c l oss m e m or y b a n k ( L M B) t o st or e t h e
l oss v al u es of t h e p ast tr ai ni n g st e ps. We us e U t

i t o d e n ot e
L M B of t h e i-t h s o ur c e d o m ai n i n t-t h tr ai ni n g st e p, i. e.
U t

i = [ L S i

h (t − c + 1) , L S i

h (t − c + 2) , ..., L S i

h (t)], w h er e

L S i

h (t) d e n ot es t h e l oss v al u e of t-t h tr ai ni n g st e p a n d c
r e pr es e nts t h e l e n gt h of U t

i . T h e m e a n v al u e of all t h e el-
e m e nts i n U t

i is d e n ot e d as V t
i . T h e l ar g er t h e v al u e of

V t
i is, t h e m or e si mil ar t h e distri b uti o ns of t h e i-t h s o ur c e

a n d t h e t ar g et ar e, a n d vi c e v ers a. T h er ef or e, w e m e a-
s ur e t h e dis cr e p a n c y of S i a n d T b as e d o n V t

i at it er ati o n
t. C o nsi d eri n g L M B of all t h e s o ur c es, w e d e fi n e t h e r el-
ati v e si mil arit y of t h e i-t h s o ur c e a n d t h e t ar g et at it er ati o n

t as β t
i = V t

i /
M
j V t

j . I n t h e s e c o n d tr ai ni n g p h as e, β t
i is

r e g ar d e d as t h e w ei g ht of t h e i-t h s o ur c e s u b n et G S i . T h er e-
f or e, t h e ps e u d o s u b n et p ar a m et ers P t

G T at t h e t-t h tr ai ni n g
st e p ar e u p d at e d as E M A of a g gr e g at e d p ar a m et ers of e a c h
G S i :

P t
G T = α P t − 1

G T + ( 1 − α ) ·

M

i

β t
i P t

G S i , ( 5)

w h er e P t
G S i

d e n ot es t h e p ar a m et ers of G S i at tr ai ni n g st e p
t a n d α is a s m o ot hi n g c o ef fi ci e nt p ar a m et er.

3. 4. C o nsist e n c y L e a r ni n g of R P N

Alt h o u g h w e h a v e l e ar n e d a s p e ci ali z e d s u bs et f or e a c h
s o ur c e i n t h e first tr ai ni n g p h as e, w e e m pl o y a n i m pli cit
str at e g y t o bri d g e t h e dis cr e p a n c y b et w e e n e a c h s o ur c e a n d
t h e t ar g et i n t h e s e c o n d p h as e. C o nsi d eri n g t h at t h e p er-
f or m a n c e of R P N is cl os el y r el at e d t o t h e d et e cti o n r es ults,
w e c o n d u ct a c o nsist e n c y r e g ul ari z ati o n o n t h e r e gi o n pr o-
p os als fr o m G S i

p a n d G T
p f or t h e s a m e t ar g et i m a g e, w h er e

G S i
p a n d G T

p d e n ot e t h e R P N of G S i a n d G T , r es p e cti v el y.
F or a t ar g et i m a g e, it will b e f e d i nt o diff er e nt s u b n ets af-
t er G 1 . T h e n e a c h R P N will g e n er at e t o p-N r a n k e d pr o-

p os e d b o u n di n g b o x es f or d et e cti o n. We e x p e ct t h at t h e r e-
gi o n pr o p os als fr o m diff er e nt R P Ns ar e c o nsist e nt t hr o u g h
e a c h s o ur c e s u b n et w hi c h h as l e ar n e d s p e ci ali z e d d o m ai n
k n o wl e d g e. We us e R i = { r i

j }
N
j = 1 t o r e pr es e nt r e gi o n pr o-

p os al s et of t h e i-t h s o ur c e s u b n et. Si mil arl y, t h e r e gi o n
pr o p os al s et of G T

p is d e n ot e d as R T = { r T
j } N

j = 1 . Si n c e G T

is u p d at e d t hr o u g h a g gr e g ati n g t h e k n o wl e d g e fr o m l a b el e d
s o ur c es wit h D W str at e g y, it will pr o gr essi v el y b e m or e
fri e n dl y f or t h e t ar g et d o m ai n d uri n g tr ai ni n g. T h er ef or e,
w e i m p os e c o nsist e n c y r e g ul ari z ati o n b et w e e n e a c h R i a n d
R T . F or t h e n -t h r e gi o n pr o p os al r T

n ∈ R T , t h e hi g h-
est I nt ers e cti o n- o v er- U ni o n (I o U) o v erl a p b et w e e n { r i

j }
N
j = 1

a n d r T
n is d e n ot e d as O i

n = m a x j ∈ [ 1,N ](I o U( r i
j , rTn )) , a n d

t h e c orr es p o n di n g s eri al n u m b er of r e gi o n pr o p os al i n R i

is n ∗
i = ar g m a x j ∈ [ 1,N ](I o U( r i

j , rTn )) . T h e o v er all c o nsis-
t e n c y c ost is f or m ali z e d as:

L c o n =
1

N

N

n = 1

M

i = 1

O i
n |n ∗

i − n |, ( 6)

w h er e |n ∗
i − n | r e pr es e nts t h e dist a n c e b et w e e n n ∗

i a n d n .

3. 5. O v e r all O bj e cti v e

T h e s u p er vis e d l e ar ni n g l oss f or t h e d et e cti o n of l a b el e d
s o ur c e i m a g es is d e n ot e d as L d e t , w hi c h is c o m p os e d of
cl assi fi c ati o n a n d r e gr essi o n err or f or R P N a n d R C N N.
C o m bi ni n g d et e cti o n l oss L d e t a n d o ur i ntr o d u c e d l oss es
f or d o m ai n a d a pt ati o n, t h e fi n al l oss f u n cti o n of D M S N is
writt e n as:

L = L d e t + λ ( L l + L h + L c o n ) , ( 7)

w h er e λ is a tr a d e- off p ar a m et er t o b al a n c e t h e d et e cti o n
l oss a n d d o m ai n a d a pt ati o n l oss. Pl a ci n g G R L b et w e e n
b a c k b o n e a n d d o m ai n dis cri mi n at or, L l a n d L h ar e o pti-
mi z e d b y a n a d v ers ari al m a n n er. W hil e d o m ai n dis cri mi-
n at ors ai m t o mi ni mi z e L l a n d L h , t h e b as e n et w or k o pti-
mi z es its p ar a m et ers t o m a xi mi z e t h e l oss es d u e t o r e v ers e d
gr a di e nt. N ot e t h at L c o n a n d P S L c a n a ut o m ati c all y p arti ci-
p at e i n t h e s e c o n d tr ai ni n g p h as e wit h o ut m a n u al w or k, a n d
D M S N is o pti mi z e d i n a n e n d-t o- e n d tr ai ni n g m a n n er. N o
gr a di e nts ar e pr o p a g at e d t hr o u g h ps e u d o s u b n et G T i n t h e
tr ai ni n g. T h e p ar a m et ers of G T is u p d at e d vi a E q u ati o n (5 ).

4. E x p e ri m e nts

I n e v al u ati o n, w e c o n d u ct e xt e nsi v e e x p eri m e nts of o ur
fr a m e w or k i n diff er e nt d o m ai n a d a pt ati o n s c e n ari os, i n cl u d-
i n g cr oss c a m er a a d a pt ati o n a n d cr oss ti m e a d a pt ati o n.

4. 1. D at as ets

KI T TI. T h e KI T TI d at as et [ 1 0 ] is c oll e ct e d fr o m a n
a ut o n o m o us dri vi n g pl atf or m, c o nt ai ni n g str e et s c e n ari os
t a k e n i n citi es, hi g h w a ys, a n d r ur al ar e as. A t ot al of 7, 4 8 1
tr ai ni n g i m a g es ar e us e d as s o ur c e i m a g es.

3277



Cityscapes. The Cityscapes dataset [7] contains driving
scenarios taken in cities. There are 2,975 images in the
training set and 500 images in the validation set with pixel-
level labels. All of them are transformed into bounding
boxes annotations.
BDD100k. BDD100k dataset [50] contains 100k images,
including 70k training images and 10k validation images
with bounding boxes annotations. The images are taken
in the different times of day including daytime, night, and
dawn/dusk. The images taken in daytime as the target do-
main in cross camera adaptation, including 36,728 training
and 5,258 validation images. Besides, we use the images
taken in all the times in cross time adaptation.

4.2. Compared Baselines

In this paper, we compare DMSN with the following
baselines: (1) Source-only, i.e., train on the source im-
ages and test on the target images directly, indicating the
lower bound of domain adaptation. The original Faster
R-CNN is treated as the detection model. (2) Single-
source DA, conduct MSDA via single-source DA, includ-
ing Strong-Weak [37], SCL [39], DA-ICR-CCR [46], SW-
ICR-CCR [46], GPA [47]. (3) Multi-source DA, extend
existing MSDA methods for classification,i.e. MDAN [51]
and M3SDA [29], to perform MSDA for object detection by
utilizing these algorithms on feature extractor. Note that all
the DA methods in the paper are unsupervised, where the
labels of target training set are unavailable during training.
Besides, we also report oracle results by directly training
Faster R-CNN using training target data. For the source-
only and single-source domain adaptation, we apply two
strategies: (1) single-source, i.e. conduct adaptation on each
single source domain; (2) source-combined, i.e. directly
combining all the sources into a unified domain.

4.3. Implementation Details

In our experiments, Faster R-CNN [35] is employed as
based object detector in which the pretrained VGG16 [40]
is adopted as the backbone, following [6, 46, 37]. Unless
otherwise stated, the shorter side of the image has a length
of 600 pixels following the implementation of [35, 37]
with ROI-alignment [13]. The learning rate is initialized
as 0.001, and all the models are trained for 20 epochs with
cosine learning rate decay. At the 10-th epoch, PSL and
consistency regularization begin to be performed until the
end of the training. We set γ of Equation (4) as 5.0 and λ of
Equation (7) as 1.0 following [37], while α of Equation (5)
and N of Equation (6) are set to 0.99 and 256, respectively.
In the testing phase, the test images of the target domain
will be fed into all subnets after G1. The final predictions
obtained by integrating results from different subnets. We
implemented all the experiments with Pytorch [28].

Table 1. Experimental results on adaptation from Cityscapes and
KITTI to BDD100k (daytime). Average precision (AP, %) on car
category in target domain is evaluated. The best result is highlight
with bold.

Standards Methods AP on car

Source-only
Cityscapes 44.6
KITTI 28.6
Cityscapes+KITTI 43.2

Cityscapes-only DA

Strong-Weak [37] 45.5
SCL [39] 46.3
DA-ICR-CCR [46] 45.3
SW-ICR-CCR [46] 46.5

KITTI-only DA

Strong-Weak [37] 29.6
SCL [39] 31.1
DA-ICR-CCR [46] 29.2
SW-ICR-CCR [46] 30.8

Source-combined DA

Strong-Weak [37] 41.9
SCL [39] 43.0
DA-ICR-CCR [46] 41.3
SW-ICR-CCR [46] 43.6

Multi-source DA
MDAN [51] 43.2
M3SDA [29] 44.1
DMSN (Ours) 49.2

Oracle Faster R-CNN [35] 60.2

4.4. Cross Camera Adaptation

Different datasets are captured by different devices or se-
tups, which exhibit different scenes and viewpoints, incur-
ring a strong domain shift. In this experiment, we show the
adaptation between datasets collected by different cameras.
Specifically, KITTI and Cityscapes are used as two source
domains, while the subset taken in the daytime of BDD100k
is treated as target domain. The experiment is an adaptation
from small-scale datasets to a large-scale dataset.

In Table 1, we report experimental results evaluated on
the car category (common category) in terms of the aver-
age precision (AP). In source-only, the results of KITTI and
Cityscapes+KITTI are worse than that of Cityscapes, where
“Cityscapes+KITTI” means directly combining Cityscapes
and KITTI. The performance drop after adding KITTI can
mainly attribute to two reasons: (1) the domain discrep-
ancy between two sources is not well bridged. (2) compared
with Cityscapres, the domain distribution of KITTI is fur-
ther with that of BDD100k, and simply combining KITTI
with Cityscapes will decrease the performance. Mean-
while, regardless of source-only or single-source DA meth-
ods, simply combining images of multiple sources to train
a model results in the worse result compared with the best
result trained by single domain. Particularly, the Strong-
Weak model transferred from cityscapes achieves 45.5%
AP, while the source-combined drops to 41.1% AP. It is
mainly because that the domain discrepancy also exists in
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Table 2. Adaptation between different subsets with in BDD100k dataset. daytime and night are the sources, while dawn/dusk is the target
domain. The mean average precision (mAP, %) of 10 categories is evaluated.The best result of each category is highlight with bold.

Standards Methods bike bus car motor person rider light sign train truck mAP

Source-only
Daytime 35.1 51.7 52.6 9.9 31.9 17.8 21.6 36.3 0 47.1 30.4
Night 27.9 32.5 49.4 15.0 28.7 21.8 14.0 30.5 0 30.7 25.0
Daytime+Night 31.5 46.9 52.9 8.4 29.5 21.6 21.7 34.3 0 42.2 28.9

Daytime-only DA

Strong-Weak [37] 34.9 51.2 52.7 15.1 32.8 23.6 21.6 35.6 0 47.1 31.4
SCL [39] 29.1 51.3 52.8 17.2 32.0 19.1 21.8 36.3 0 47.2 30.7
GPA [47] 36.6 52.1 53.1 15.6 33.0 23.0 21.7 35.4 0 48.0 31.8
DA-ICR-CCR [46] 35.6 47.5 52.7 13.9 32.2 22.7 22.8 35.5 0 45.7 30.9
SW-ICR-CCR [46] 32.8 51.4 53.0 15.4 32.5 22.3 21.2 35.4 0 47.9 31.2

Night-only DA

Strong-Weak [37] 31.4 38.2 51.0 9.9 29.5 22.2 18.7 32.5 0 35.7 26.9
SCL [39] 25.3 31.7 49.3 8.9 25.8 21.2 15.0 28.6 0 26.2 23.2
GPA [47] 32.7 38.3 51.8 14.1 29.0 21.5 17.1 31.1 0 40.0 27.6
DA-ICR-CCR [46] 30.0 32.4 50.1 14.4 29.1 22.8 17.4 32.2 0 29.7 25.8
SW-ICR-CCR [46] 32.3 45.1 51.6 7.2 29.2 24.9 19.9 33.0 0 41.1 28.4

Source-combined DA

Strong-Weak [37] 29.7 50.0 52.9 11.0 31.4 21.1 23.3 35.1 0 44.9 29.9
SCL [39] 33.9 47.8 52.5 14.0 31.4 23.8 22.3 35.4 0 45.1 30.9
GPA [47] 31.7 48.8 53.9 20.8 32.0 21.6 20.5 33.7 0 43.1 30.6
DA-ICR-CCR [46] 28.2 47.6 51.6 17.6 28.8 21.9 17.4 33.2 0 45.8 29.2
SW-ICR-CCR [46] 25.3 51.3 52.1 17.0 33.4 18.9 20.7 34.8 0 47.9 30.2

Multi-source DA
MDAN [51] 37.1 29.9 52.8 15.8 35.1 21.6 24.7 38.8 0 20.1 27.6
M3SDA [29] 36.9 25.9 51.9 15.1 35.7 20.5 24.7 38.1 0 15.9 26.5
DMSN (Ours) 36.5 54.3 55.5 20.4 36.9 27.7 26.4 41.6 0 50.8 35.0

Oracle Faster R-CNN [35] 27.2 39.6 51.9 12.7 29.0 15.2 20.0 33.1 0 37.5 26.6

different sources, and thus the source-combined images
may interfere with each other during training [36]. Com-
pared with existing multi-source DA methods [51, 29] for
other tasks, our DMSN for object detection obtains obvi-
ously better performance.

4.5. Cross Time Adaptation

In this scenario, we conduct our domain adaptation be-
tween different time conditions. Specifically, we conduct
experiments using three different time-related subsets of
BDD100k, i.e. daytime, night, dawn/dusk. 36,728 train-
ing images in daytime and 27,971 training images in night
are treated as source data, while 5,027 training images in
dawn/dusk are treated as target data. The evaluation is con-
ducted on a total of 778 validation dawn/dusk images. Dif-
ferent from cross camera adaptation, this adaption scenario
is from the large-scale datasets to a small-scale dataset.

Table 2 shows that our model effectively reduces the do-
main discrepancy across time conditions and performs fa-
vorably against the state-of-the-art methods [37, 39, 46].
Intuitively, when night is treated as the source domain,
the adaptation performance is worse than daytime as the
source. It matches human cognition that it is hard to rec-
ognize and localize the object at night. Due to the domain
gap between daytime and night, the performance of source-
combined DA drops compared with daytime-only DA apart
from SCL [39]. Our adaptation model achieves consider-
able improvement over the best results of source-combined

DA and multi-source DA by 4.1% mAP and 7.4% mAP,
respectively. Though multi-source DA (i.e., MDAN and
M3SDA) employ different methods to align different do-
mains, the alignment is limited on the image level. How-
ever, instance-level information plays an essential role in
object detection. Only using forcible image-level align-
ment may reduce the discriminative ability of local features
for objects. It is observed that the results of MDAN and
M3SDA are extremely poor on bus and truck that have sim-
ilar appearance, and it directly results in performance drop
on mAP. It is worth emphasizing that our results surpasses
that of oracle by about 10% mAP, which reveals a phe-
nomenon that the oracle results may be not the upper bound
of domain adaptation in all the scenarios. We conclude that
the above phenomenon is closely related to the number of
training data. In our experiments, a total of over 60,000
images of daytime and night participate in training model,
which greatly exceeds 5,027 dawn/dusk training images in
the oracle experiment.

4.6. Analysis

Ablation study. We perform a detailed ablation study for
cross time adaptation, and its results are shown in Table 3.
Based on the skeleton of DMSN, the baseline is achieved
by only conducting supervised learning for object detection
in all the source subnets (SS), without any other operations.
When consecutively adding domain discriminator loss on
the low-level and high-level features, the performance is im-
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Table 3. Ablation study for adaptation from daytime and night to dawn/dusk within BDD100k dataset. SS denotes the source subnets and
PS denotes the pseudo subnet. DW represents dynamic weighting strategy. The best result of each category is highlight with bold.

SS Ll Lh PS DW Lcon bike bus car motor person rider light sign train truck mAP
√

31.4 23.0 52.3 18.4 35.3 21.4 24.5 39.2 0 35.0 28.0√ √
32.9 33.4 53.2 18.2 36.0 23.8 27.1 40.2 0 34.5 29.9√ √ √
30.4 52.7 54.7 12.2 34.5 22.6 24.9 38.0 0 46.9 31.7√ √ √ √
33.0 47.4 54.8 14.5 36.4 26.0 27.6 41.4 0 47.8 32.9√ √ √ √ √
33.1 54.3 55.6 18.5 36.2 24.8 27.1 41.1 0 50.4 34.2√ √ √ √ √ √
36.5 54.3 55.5 20.4 36.9 27.7 26.4 41.6 0 50.8 35.0

(b) Strong-weak (c) Ours (d) Ground truth(b) Source-only

Figure 3. Examples of the qualitative results for adaptation from daytime and night subsets to dawn/dusk. From left to right column, the
results of source-only, source-combined DA via Strong-Weak [37], our framework DMSN, and the ground truth.

proved by 1.9% mAP and 1.8%, respectively. In the fourth
row, our DW strategy cannot be applied for PSL without
consistency regularization, so we treat each source domain
equally when updating parameters of the pseudo subnet.
The results demonstrate the effectiveness of the pseudo sub-
net (PS). It is worth highlighting that the newly designed
instance-level consistency regularization for region propos-
als has obvious effectiveness, i.e. a 1.3% mAP gain. Fi-
nally, the DW strategy for weighting parameters of different
source subnets also contributes a slight performance gain.

Visualization. In Figure 3, we present three examples from
source-only, compared method Strong-Weak and ours in the
cross time adaptation scenario. In general, the proposed al-
gorithm has merits in three aspects compared with existing
methods. First, the proposed algorithm accurately detects
the small object, i.e. car in the distance in the first example.
For the second, our model correctly localizes the object, i.e.
truck, that has less sample in training data. Finally, in the
situation of a strong backlight, i.e. the third example, the
results demonstrate that our model can also well tackle the
hard scenario. Therefore, it is illustrated that the algorithm
has a robust generalization ability for these hard cases.

5. Conclusion
In this paper, we develop a framework, i.e. DMSN, to ad-

dress a new task that is adaptation from multiple source do-
mains for object detection. We propose hierarchical feature
alignment for features of different levels. Meanwhile, we
intend to preserve the characteristics of each source via su-
pervised learning in an independent subnet. We also intro-
duce a pseudo subnet that is updated by exponential moving
average parameters in different source subnets. The results
on different adaptation scenarios demonstrate the effective-
ness of our method. We also reveal that as long as enough
source images are collected, it is possible that adaptation
results surpass the oracle ones.
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