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Abstract

Neural networks trained with class-imbalanced data are
known to perform poorly on minor classes of scarce train-
ing data. Several recent works attribute this to over-fitting
to minor classes. In this paper, we provide a novel explana-
tion of this issue. We found that a neural network tends to
first under-fit the minor classes by classifying most of their
data into the major classes in early training epochs. To cor-
rect these wrong predictions, the neural network then must
focus on pushing features of minor class data across the de-
cision boundaries between major and minor classes, lead-
ing to much larger gradients for features of minor classes.
We argue that such an under-fitting phase over-emphasizes
the competition between major and minor classes, hinders
the neural network from learning the discriminative knowl-
edge that can be generalized to test data, and eventually
results in over-fitting. To address this issue, we propose
a novel learning strategy to equalize the training progress
across classes. We mix features of the major class data with
those of other data in a mini-batch, intentionally weakening
their features to prevent a neural network from fitting them
first. We show that this strategy can largely balance the
training accuracy and feature gradients across classes, ef-
fectively mitigating the under-fitting then over-fitting prob-
lem for minor class data. On several benchmark datasets,
our approach achieves the state-of-the-art accuracy, espe-
cially for the challenging step-imbalanced cases.

1. Introduction
Deep neural networks [21, 25, 37, 55, 56] trained with

class-imbalanced data, of which we have ample data for
some “major” classes and limited data for the other “minor”
classes, are known to perform poorly on minor classes [3,
45, 61]. As many real-world data sets are class-imbalanced
by nature, especially those for recognizing a large number
of objects [17, 35, 44, 59, 60], this problem has attracted
increasing attention recently in both the machine learning
and computer vision communities [5, 9, 30, 58, 52, 66].

Many works have attempted to explain this problem and
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Figure 1. The training progress of a neural network on class-
imbalanced data. We trained a ResNet-32 [21] on a long-tailed
CIFAR-10 data set [36]. We only showed two classes for clarity.
Class-1 and class-10 have 5000 and 50 training instances, respec-
tively. (a) training accuracy per class along the epochs. (b) clas-
sification ratio: the numbers of training instances classified into
a class divided by the number of training instances which truly
belong to that class, along the epochs. Minor classes need longer
time to achieve almost a 100% training accuracy, and most of their
instances are classified into the major classes in early epochs.

develop corresponding solutions. Some attribute this to
the mismatch between training and test data distributions
[5, 7, 20, 32, 29, 64, 57, 26, 49]1 or under-fitting to minor
classes [40, 41]. Others attribute this to the poor feature
learning [12, 13, 22, 23, 77, 19, 70, 79] or over-fitting to mi-
nor classes [1, 72, 33]. That is, a neural network can easily
fit the limited amount of minor class data to obtain∼ 100%
training accuracy, but just cannot generalize to the test data.
One particular finding made by [72, 33] is the feature de-
viation between training and test data: for minor classes,
the training and test features generated by the learned neu-
ral network2 deviate from each other, making the learned
decision boundary not applicable to test data.

In this paper, we present a novel finding that links
these two lines of explanations. We analyzed the training
progress of a neural network (i.e., its training accuracy
along the epochs; see Figure 1). We found that, while a neu-
ral network eventually fits the minor class data, it only hap-
pens when the training is about to converge. In fact, in most
of the early training process, the neural network classifies
most of the minor class training data into major classes, es-

1During testing, one usually assumes class-balanced test data or com-
putes average per-class accuracy.

2Here the features mean the neural network’s outputs before the last
fully-connected layer.
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sentially under-fitting the minor class data. To correct these
wrong predictions, the neural network then must focus on
pushing features of the minor class data across the decision
boundaries between major and minor classes.

We argue that, this initial under-fitting phase of minor
classes exaggerates the competition between major and mi-
nor classes, forcing the neural network to overly learn the
discriminative knowledge that cannot be generalized and ul-
timately leading to feature deviation and over-fitting. Con-
cretely, in training the feature extractor fθ(x)3 using a loss
function ℓ, we found that the gradients assigned to features
of minor class data (i.e., ∇fθ(x)ℓ) are much higher than
those for major class data (as will be analyzed in section 3).
This finding provides an explanation to feature deviation
[33, 72]: the exaggerated gradients push the features of mi-
nor class training data further away than where they need to
be, thus deviating from the features of the test data.

To address this issue, we propose a novel, simple yet ef-
fective learning strategy to alleviate the under-fitting then
over-fitting problem for minor class data. The core idea is
to equalize the training progress between major and minor
classes by suppressing a neural network’s tendency to first
fit major class data — hence making it procrustean across
classes. We achieve this by weakening the features of major
class data at every mini-batch. Concretely, for a major class
datum, we mix its feature with that of another data (i.e., a
convex interpolation), such that the resulting features will
likely move toward or even across the decision boundary
(thus misclassified). We showed that, this learning strat-
egy can effectively balance not only the training accuracy
across classes, but also the gradients assigned to features.
The resulting neural network therefore suffers less feature
deviation and over-fitting for minor classes.

We validate our approach on several benchmark data
sets, including CIFAR-10 [36], CIFAR-100 [36], TinyIm-
ageNet [38], and iNaturalist [60]. Our approach achieves
the state-of-the-art results on many of the experimental set-
tings, especially for the more challenging step-imbalanced
cases. By analyzing the learned features, we also observe
much smaller feature deviations, essentially resolving one
fundamental issue in class-imbalanced deep learning.

2. Related Work

There are two mainstream methods of class-imbalanced
learning: re-sampling based and cost-sensitive based.
Re-sampling based methods aims to change the training
data distribution to match the balanced test data [14, 3, 61].
Exemplar ways are over-sampling the minor-class data [3,
4, 53] or under-sampling the major-class data [3, 20, 27,
48], directly from the training data. Some methods synthe-
sized additional minor-class data to enlarge the diversity of

3fθ is the part of a neural network before the last fully-connected layer.

a class [2, 7, 15, 63]. Some others transferred statistics from
the major classes to the minor classes [18, 34, 45, 74]. [8]
proposed Remix to synthesize new data by linearly inter-
polating two real data. Different from mixup [76], Remix
used different mixing coefficients for the input data and la-
bels (larger label coefficients for minor classes), essentially
generating more data for minor classes. In contrast, we per-
form linear interpolation only in the input data. Our goal is
to balance the training progress, not to augment more data
for minor classes.
Cost-sensitive based methods adjust the cost of incorrect
predictions according to the true class labels. One popu-
lar way is re-weighting, which gives each instance a weight
based on its true label when computing the total loss. Set-
ting the weights by (the square roots of) the reciprocal of
the number of training instances per class has been widely
used [22, 24, 47, 64, 69]. [9] proposed a principled way to
set weights by computing the effective numbers of training
instances. [6, 28, 51, 54, 68, 26, 49] explored dynamically
adjusting the weights via meta-learning or curriculum learn-
ing. Instead of adjusting instance weights, [32] developed
several instance loss functions that reflect class imbalance;
[5, 72] forced minor-class instances to have large additive or
multiplicative margins from the decision boundaries. [31]
proposed to incorporate uncertainty of instances or classes
in the loss function. The closest to ours are [42, 57], which
introduced new loss functions to balance the gradients as-
signed to the last fully-connected layers (i.e., linear classi-
fiers) over classes. In contrast, we aim to balance the gradi-
ents assigned to data instances for better feature learning.
Learning feature embeddings with class-imbalanced data
has also been studied, especially for face recognition [12,
13, 22, 23, 77]. [19, 70, 79] combined objective functions
of classification and embedding learning to better exploit
minor class data. [65, 10, 78] proposed two-stage training
procedures to pre-train features with imbalanced data and
fine-tune the classifier with balanced data; [30] systemati-
cally studied different training strategies for each stage. [80]
introduced bilateral-branch networks to cumulatively make
the two-stage transition. Our work also improves features,
by reducing the unfavorable feature deviation [72, 33].
Empirical observations. Similar to ours, several recent
works are built upon empirical analysis. [16, 30, 74, 33]
found that the learned linear classifiers of a ConvNet tend
to have larger norms for major classes, and proposed to
force similar norms across classes in training or calibrate
the norms in testing. [70] found that the feature norms of
major-class and minor-class instances are different and pro-
posed to regularize it by forcing similar norms. [72, 33]
both found the phenomenon of feature deviation between
the training and test data, especially for minor class data.
Our work is different by presenting a novel finding of the
network training progress. The observed larger gradients on

93



minor class data offer an explanation for feature deviation.

3. Approach
In this section, we introduce our approach, which we

called Major Feature Weakening (MFW). We begin with
the basic notation, followed by our algorithm. We then pro-
vide analysis of its properties, especially on how it balances
feature gradients and the training progress across classes.

3.1. Background and notation

We denote a C-class neural network classifier by

ŷ = argmaxc∈{1,··· ,C} w
⊤
c fθ(x), (1)

where x is the input, fθ(·) is the feature extractor parame-
terized by θ, and {wc}Cc=1 is the final fully-connected layer
for linear classification. The feature extractor fθ(·) can be
further decomposed by hθ ◦ gθ(·) = hθ(gθ(·)), where the
output of gθ is the intermediate feature.

Given a training set Dtr = {(xn, yn)}Nn=1, in which each
class c has Nc instances, we normally train the classifier by
empirical risk minimization (ERM), using a loss function
ℓ(y, {w⊤

c fθ(x)}Cc=1),

min
θ,{wc}C

c=1

∑
n

ℓ(yn, {w⊤
c fθ(xn)}Cc=1)

= min
θ,{wc}C

c=1

∑
n

ℓ(yn, {w⊤
c hθ(gθ(xn))}Cc=1). (2)

One popular loss function is the cross-entropy loss,

ℓ(y, {w⊤
c fθ(x)}Cc=1) =− log p(y|x;θ, {wc}Cc=1)

=− log
exp(w⊤

y fθ(x))∑
c exp(w

⊤
c fθ(x))

. (3)

We apply stochastic gradient descent (SGD) for optimiza-
tion, with uniformly sampled instances from Dtr.

For class-imbalanced learning, each class c will have a
different number of training instances Nc.

3.2. Major feature weakening (MFW)

As mentioned in section 1 and Figure 1, a neural network
trained with class-imbalanced data tends to fit major classes
first, resulting in an inconsistent training progress across
classes. To resolve this problem, we propose to weaken the
features of major classes within each mini-batch.

Let (x1, y1) and (x2, y2) be two training data instances
in a mini-batch, MFW performs the following operation to
the intermediate feature gθ(x1) of x1

z̃1 = (1− λ1)× gθ(x1) + λ1 × gθ(x2),

ỹ1 = y1, (4)

Algorithm 1: Major Feature Weakening (MFW):
see subsection 3.2 for details.

Input : training data Dtr = {(xn, yn)}Nn=1; initial
parameters θ, {wc}Cc=1; weight function s;
beta distribution coefficient α; batch size B

Model: fθ = hθ ◦ gθ
while not converge do

Sample D1 = {(x(1)
n , y

(1)
n )}Bn=1 from Dtr

Permute D1 to get D2 = {(x(2)
n , y

(2)
n )}Bn=1

for n ∈ {1, · · · , B} do
λn ∼ Beta(α, α)
λn ← s(N

y
(1)
n

)× λn

z̃n = (1− λn)× gθ(x
(1)
n ) + λn × gθ(x

(2)
n )

ỹn = y
(1)
n

end
Optimize Equation 2 w.r.t. θ and {wc}Cc=1

using D̃ = {(z̃n, ỹn)}Bn=1,where gθ(xn) in
Equation 2 is replaced by z̃n.

end

which mixes (i.e., convexly interpolates) the intermediate
feature gθ(x1) with gθ(x2) to become the new intermedi-
ate feature z̃1 of x1. The label of x1 is kept intact. Thus,
when y2 ̸= y1, Equation 4 essentially moves gθ(x1) toward
features of other classes, hence weakening its feature. The
resulting (z̃1, ỹ1) is then fed into hθ to obtain the feature of
x1 and calculate the loss.

Here, λ1 ∈ [0, 1] is sampled from a beta distribution
Beta(α, α) following [76], which is then multiplied with a
class-dependent weight s(Ny1). The weight function s(·)
is monotonically increasing with the class size Ny1

and has
a range [0, 0.5], which gives major classes a larger weight
to weaken their features. That is, gθ(x1) will be weakened
more with a larger λ1 if y1 is a major class. Nevertheless,
the range of s and the support of the beta distribution ensure
that gθ(x1) is still the main ingredient of the new interme-
diate feature z̃1. Algorithm 1 summarizes the training pro-
cedure of MFW. We discuss how to set s(·) in Equation 12.

During evaluation, given a training or test example x, we
do not perform MFW but extract its feature by hθ(gθ(x)).

3.3. Why does MFW help imbalanced learning?

We now analyze why MFW can reduce the gradients as-
signed to features of minor classes and balance the training
progress across classes. Without loss of generality, let us
consider a binary classification problem, with c = 1 as the
major class and c = 0 as the minor class. The classifier can
be simplified as ŷ = 1

2 [sign(w⊤fθ(x)) + 1]. The cross-
entropy loss for a data instance (x, y) thus becomes

ℓ =− y × log σ(w⊤fθ(x))

− (1− y)× log(1− σ(w⊤fθ(x))), (5)
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Figure 2. Illustration of MFW. (a) intermediate features z = gθ(x); (b) mixed, weakened features z̃1 for a major class; (c) the gradients
∇z2ℓ and ∇z̃1ℓ; (d) the gradients ∇gθ(x2)ℓ and ∇gθ(x1)ℓ, where x2 and x1 are the pre-images of z2 and z1. From (c) to (d), ∇z̃1ℓ is
separated into two parts, one of them will affect ∇gθ(x2)ℓ. With MFW, ∥∇gθ(x2)ℓ∥2 (i.e., to minor class data) can be reduced.

where σ(w⊤fθ(x)) =
1

1 + exp(−w⊤fθ(x))
.

Reducing the gradients. Let (x1, y1 = 1) and (x2, y2 =
0) be the two data instances in a mini-batch of size two,
where x1 is from the major class and x2 is from the minor
class. Following Algorithm 1, we construct (z̃1, ỹ1 = y1 =
1) and (z̃2, ỹ2 = y2 = 0),

z̃1 = (1− λ1)× gθ(x1) + λ1 × gθ(x2),

z̃2 = (1− λ2)× gθ(x2) + λ2 × gθ(x1). (6)

Let us first consider hθ as an identify function: i.e., fθ = gθ.
When MFW is not applied (i.e., λ1 = λ2 = 0), we have

∇gθ(x1)ℓ = (σ(w⊤gθ(x1))− y1)×w,

∇gθ(x2)ℓ = (σ(w⊤gθ(x2))− y2)×w, (7)

where misclassified data have larger gradients.
When MFW is applied and we have a weight function

that gives c = 1 a weight 0.5 and c = 0 a weight 0 (so
major classes have larger weights), we have λ1 ∈ [0, 0.5]
while λ2 = 0. This leads to

∇z̃1ℓ = (σ(w⊤z̃1)− y1)×w,

∇z̃2
ℓ = (σ(w⊤z̃2)− y2)×w, (8)

which, by passing the gradients back to gθ(x1) and gθ(x2)
according to Equation 6 (note that, we set λ2 = 0 already),
then gives us

∇gθ(x1)ℓ =(1− λ1)× (σ(w⊤z̃1)− y1)×w,

∇gθ(x2)ℓ =(σ(w⊤gθ(x2))− y2)×w

+ λ1 × (σ(w⊤z̃1)− y1)×w. (9)

The second part of∇gθ(x2)ℓ comes from gθ(x2) being used
to weaken gθ(x1). Figure 2 gives an illustration.

Now suppose x2 is not classified correctly by the current
model, i.e. σ(w⊤gθ(x2)) > 0.5, we have

|(σ(w⊤gθ(x2))− y2)| ≥
|(σ(w⊤gθ(x2))− y2) + λ1 × (σ(w⊤z̃1)− y1)| ≥ 0,

which means the norm of ∇gθ(x2)ℓ will be reduced by
MFW4 in comparison to Equation 7.
Balancing the training progress. We now analyze the gra-
dient w.r.t. the linear classifier w. Without MFW, it is

∇wℓ =(σ(w⊤gθ(x1))− y1)× gθ(x1)

+ (σ(w⊤gθ(x2))− y2)× gθ(x2). (10)

With MFW (but λ2 = 0), the gradient w.r.t. w becomes

∇wℓ =(σ(w⊤z̃1)− y1)× z̃1

+ (σ(w⊤gθ(x2))− y2)× gθ(x2) (11)

=(σ(w⊤z̃1)− y1)× ((1− λ)gθ(x1) + λgθ(x2))

+ (σ(w⊤gθ(x2))− y2)× gθ(x2).

By comparing the first term in Equation 10 and Equation 11,
MFW reduces the tendency of w to fit major class data5. In
other words, besides weakening the features of major class
training data, MFW also weakens their classifiers. Both can
essentially balance the training progress across classes.
Further discussions. The gradient reduction for gθ(x2) is
governed by λ1 that is affected by the class size of y1. In
theory, most of the data in a mini-batch come from major
classes. Thus, very likely a minor class datum will be paired
with a major class datum to get its gradient reduced.
For other hθ, and for λ2 ̸= 0. When hθ is a linear map-
ping V , the above conclusions still hold: the only difference
is that V will be multiplied into the gradients. When hθ is a
non-linear function, Jacobian matrices are needed for anal-
ysis. See the supplementary material for details. In practice,
we found that even with a complex hθ (e.g., several residual
network blocks [21]), MFW still effectively improves class-
imbalanced learning. We note that when λ2 ̸= 0, ∇gθ(x1)ℓ

will be affected by λ2 × (−σ(w⊤gθ(x2))− y2)×w.

3.4. Balanced training progress and gradients

We apply MFW to the same problem as in Figure 1.
We train a classifier using ResNet-32 [21] on a long-tailed

4One can show this by plugging in y1 = 1 and y2 = 0, and consider
(σ(w⊤gθ(x2))− 0) > 0.5 and λ1 × (σ(w⊤z̃1)− 1) ∈ [−0.5, 0.0].

5The 1st term moves w toward (1−λ)gθ(x1)+λgθ(x2), not gθ(x1).
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(b) MFW
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Figure 3. Training set accuracy by learning with ERM (a) and
MFW (b). MFW makes the training progress of the major (i.e.,
Class-1) and minor (i.e., Class-10) classes more procrustean.
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(b) ∥∇gθ(x)ℓ∥2 by MFW
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Figure 4. Feature gradient norm ∥∇gθ(x)ℓ∥ by learning with
ERM (a) and MFW (b). We show ∥∇gθ(x)ℓ∥ after every train-
ing epoch, averaged over samples of each class. Through MFW,
the gradient norm of the minor class (i.e., Class-10) features de-
creases; gradient norms across classes are more balanced.

CIFAR-10 data set [36]. The most major class c = 1 has
5, 000 training examples while the most minor class c = 10
has 50 examples. We apply MFW after the second group of
convolutional layers of the ResNet, using a sigmoid-shaped
weight function s(·) such that s(N1) ≈ 0.5 and s(N10) ≈ 0
(see Equation 12). Please see section 5 for more details.

Figure 3 shows the training set accuracy: we evaluate
this after each epoch, without altering the features. We in-
clude only the two extreme classes for clarity. With MFW,
the accuracy is more balanced across classes. By compar-
ing the gradient norm ∥∇gθ(x)ℓ∥ averaged over samples per
class in Figure 4, we see that learning without MFW (a)
has a larger gap of gradient norms between classes, whereas
learning with MFW (b) reduces the gap notably.

We note that, MFW reduces the gradients given the same
network parameters. This does not imply that MFW has a
smaller gradient norm of minor classes than ERM through-
out the entire training process. Indeed, as will be seen in
section 4, MFW has the effect of keeping samples not too
far away from the decision boundary to prevent over-fitting.
This means that the training loss at the final training epochs
will be larger than ERM, leading to slightly larger gradients.

3.5. Comparison to mixup and Remix

Our Equation 4 is reminiscent of mixup [76] and [62],
but with a notable difference: we do not mix the label. Thus,
our work does not intend to regularize the neural network to
favor a simple linear behavior between training examples.

A recent work Remix [8] proposed to use mixup for im-
balanced learning by allowing the mixing coefficients of
data and labels to be disentangled. Specifically, a higher

Epoch 20 Epoch 60 Epoch 120 Epoch 160

Figure 5. The training (top) and test (bottom) feature distribu-
tions along the training process, using ERM. We study a four
class imbalanced task, with different classes denoted by different
colors/shapes (Class-0, Class-1 are major classes). There is a clear
feature deviation (hence over-fitting) between training and testing.

Epoch 20 Epoch 60 Epoch 120 Epoch 160

Figure 6. The training (top) and test (bottom) feature distribu-
tions along the training process, using MFW. We study a four
class imbalanced task, with different classes denoted by different
colors/shapes (Class-0, Class-1 are major classes). The feature de-
viation (over-fitting) between training and testing is reduced.

label mixing coefficient is assigned to minor classes. Their
method thus can be seen as re-sampling or data augmenta-
tion for minor classes: increasing the minor class examples
with linearly interpolated data. In contrast, MFW does not
change the class distribution and hence is not a re-sampling
method. Besides, for minor class data, MFW tends to per-
form no mixing (no feature weakening). Therefore, MFW
is hardly a data augmentation method for minor classes, but
an effective and mathematically sound way to balance the
training progress and gradient norms across classes.

4. Illustrative experiments
To showcase the effect of MFW, we conduct another ex-

periment. We select four classes from CIFAR-10 [36], and
make their training data to be 5000, 5000, 50, 50 per class:
i.e., two major and two minor classes. The test data per
class are 1, 000 samples. We use a ResNet-32 [21] but add
an additional linear projection layer to make the final feature
dimension (i.e., right before the last fully-connected layer)
to be 2 for visualization. We then train the ResNet-32 with
MFW or with ERM, using the cross-entropy loss (cf. Equa-
tion 3) for 200 epochs. The initial learning rate is 0.1 and it
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is decreased based on the cosine annealing rule.
For MFW, we mix the intermediate features after the

second group of convolutional layers. We set s = 0.5 for
major classes and s = 0 for minor classes, and set α = 2.0
for the beta distribution. In other words, the minor class
features will not be weakened. After each training epoch,
we plot the final two-dimensional features and the decision
boundaries for both training and test data. Due to the page
limit, only the results of 20, 60, 120, and 60 epochs are
shown in Figure 5 (for ERM) and Figure 6 (for MFW). We
also sub-sample data in the figures to make it less crowded.

From Figure 5 (for ERM), we see that at epoch 20, the
training data (top row) of the minor classes are 100% mis-
classified into the major classes. It thus leads to large gra-
dients that try to push the minor class data away into their
own territories. At the end of training, we see a nearly per-
fect separation for the training data. This is, however, not
the case for the test data (bottom row). Specifically, at epoch
160, most of the test features of the minor classes are close
to the boundaries between major and minor classes or even
wrongly classified, essentially a case of feature deviations.

Let us now look at Figure 6 (for MFW). There are four
notable differences from Figure 5. First, at epoch 60, most
of the minor class training data are correctly classified (or
close to be); the major class features are kept close to the
boundaries. The training progress is thus more equalized.
Second, with the gradient reduction by MFW, the competi-
tion between the major and minor classes are reduced. Even
at epoch 160, the minor class training data are not overly
pushed away from the boundaries. Third, the feature dis-
tributions of the training and testing data are much closer,
indicating a smaller feature deviation. Finally, compared to
Figure 5, a larger portion of the minor class test data are
correctly classified at the end. As a result, the final model
by MFW outperforms that by ERM (83.65% vs. 78.30%).

5. Experiment

5.1. Setup

Datasets. We validate MFW on five datasets. CIFAR-
10 and CIFAR-100 [36] are for image classification with
32 × 32 images. There are 50, 000 training and 10, 000
test images from 10 and 100 classes, respectively. Tiny-
ImageNet [38] has 200 classes. Each class has 500 training
and 50 validation images of 64×64 pixels. iNaturalist [60]
(2018 version) is a natural large-scale long-tailed dataset
containing 437,513 training images from 8,142 classes and
there are 3 validation images per class. The image reso-
lution is 224 × 224. Tiered-ImageNet [50] is a subset of
ImageNet [11] widely used in few-shot learning. The image
resolution is 84 × 84. We use Tiered-ImageNet to synthe-
size a large-scale step imbalanced dataset. We treat the 351
many-shot classes as the major classes, each with around

1, 000 training images, and the 160 few-shot classes as the
minor classes, each with 5 training instances. All the classes
have 50 test instances. See the supplementary for details.
Setup. We follow [5, 9] to create imbalanced CIFAR-10,
CIFAR-100, and Tiny-ImageNet with different imbalance
ratios ρ = Nmax/Nmin ∈ {10, 100, 200}. Two types of
imbalanced data are investigated, i.e., the long-tailed (LT)
imbalance where the number of training instances exponen-
tially decayed per class, and the step imbalance where the
size of the second half of classes are proportional to a fixed
ratio w.r.t. the first half head classes. The test and validation
sets remain unchanged and balanced. We re-index classes
so that smaller indices have more training instances.

We follow existing works [5, 9, 80, 39] to use ResNet
[21]: ResNet-32 for CIFAR, ResNet-18 for Tiny-ImageNet,
ResNet-12 for Tiered-ImageNet, and ResNet-50 for iNatu-
ralist. We adapt the code from [5, 9] for CIFAR, from [39]
for Tiered-ImageNet, and from [80] for iNaturalist. Please
see the supplementary material for details.

Following [9, 5, 80], the test set accuracy (validation set
accuracy on Tiny-ImageNet and iNaturalist) are reported for
evaluation. See the supplementary material for details.

5.2. Implementation of MFW

We apply the cross-entropy loss in Equation 3 to train
ResNet with MFW. Considering a residual block and the
convolutional layers before the first residual block each as
a group of convolutional layers, we apply MFW after the
second groups of convolutions, unless stated otherwise.

We design the weight function s in Algorithm 1 as fol-
lows. First, the weight should be monotonically increas-
ing from minor to major classes. Second, major and minor
classes get weights around 0.5 (more weakening) and 0.0
(no weakening), respectively. To take the number of in-
stances per class Nc into account, we define s as follows

s(Nc) = 0.5× σ(
Nc − µ

β · γ
), (12)

where σ(a) = 1
1+exp(−a) is the sigmoid function, which is

widely used to squash real values into the range [0, 1]. µ
and γ are the geometric mean and standard deviation over
{Nc}Cc=1, which normalize the weights with respect to all
classes6. We use the geometric mean because it is less sensi-
tive to extremely large Nc than the arithmetic mean, making
the weight stable in both long-tailed and step settings. The
scale β controls the softness of weights. We set β = 2.0
for the long-tailed case and β = 0.01 for the step case. We
tune the beta distribution coefficient α on a small held-out
set from the training data. Details are in the supplementary.

6Subtracting the mean and dividing by the standard deviation are com-
mon practices to normalize function inputs (e.g., z-score).
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Table 1. Test set accuracy (%) on imbalanced CIFAR-10/-100. The best result of each setting (column) is in bold font.

CIFAR-10 CIFAR-100

Long-tailed Step Long-tailed Step
Imbalance ratio ρ 200 100 10 200 100 10 200 100 10 200 100 10

ERM [9] 65.6 71.1 87.2 60.0 65.3 85.1 35.9 40.1 56.9 38.7 39.9 54.6
Focal [43] 65.3 70.4 86.8 - 63.9 83.6 35.6 38.7 55.8 - 38.6 53.5
CB [9] 68.9 74.6 87.5 - 61.9 84.6 36.2 39.6 58.0 - 33.8 53.1
LDAM-DRW [5] 74.6 77.0 88.2 73.6 76.9 87.8 39.5 42.0 58.7 42.4 45.4 59.5
τ -Norm [30] 70.3 75.1 87.8 68.8 73.0 87.3 39.3 43.6 57.4 43.2 45.2 57.7
CDT [72] 74.7 79.4 89.4 70.3 76.5 88.8 40.5 44.3 58.9 40.0 47.0 59.6
BBN [80] - 79.8 88.3 - - - 42.6 59.1 - - -
M2M [34] - 79.1 87.5 - - - 43.5 57.6 - - -
Meta-Weight [54] 67.2 73.6 87.6 - - 36.6 41.6 58.9 - - -
DA [26] 70.7 76.4 88.9 - - - 39.3 43.4 59.6 - - -
Remix-DRW [8] - 79.8 89.0 - 77.9 88.3 - 46.8 61.2 - 46.8 60.4
De-confound-TDE [58] - 80.6 88.5 - - - - 44.1 59.6 - - -

MFW 73.2 78.5 89.8 75.4 80.1 89.6 40.7 44.7 60.1 42.5 46.9 61.2
MFW w/ DRW 75.0 79.8 89.7 78.8 81.6 89.9 41.4 46.0 59.1 43.0 48.4 61.6

Table 2. Top-1/-5 validation set accuracy (%) on imbalanced Tiny-ImageNet. The best result of each setting (column) is in bold font.

Long-tailed Step

Imbalance ratio ρ 100 Top-1 100 Top-5 10 Top-1 10 Top-5 100 Top-1 100 Top-5 10 Top-1 10 Top-5

ERM [5] 33.8 57.4 49.7 73.3 36.2 55.9 49.1 72.9
CB [10] 27.3 47.4 48.4 71.1 25.1 40.9 45.5 66.8
LDAM-DRW [5] 37.5 60.9 52.8 76.2 39.4 61.9 52.6 76.7
τ -Norm [30] 36.4 59.8 49.6 72.8 40.0 61.9 51.7 75.2
CDT [72] 37.9 61.4 52.7 75.6 39.6 61.5 53.3 76.2

MFW 35.4 59.2 51.0 73.4 40.4 62.9 52.9 76.3
MFW w/ DRW 36.2 59.8 52.8 74.5 40.0 61.2 54.3 76.7

Inspired by [5, 8], we also apply Deferred Re-Weight
(DRW) after training 80% of epochs. DRW applies an
instance-specific weights over the loss function, which
stresses the optimization for minor classes. We follows the
same weighting strategy as [5].

5.3. Results

CIFAR. We extensively examine CIFAR-10 and CIFAR-
100 with imbalance ratios ρ ∈ {10, 100, 200} on both long-
tailed and step cases. Results are shown in Table 1. MFW
(without DRW) is on a par with or better than the compared
approaches. With DRW, MFW achieves the best perfor-
mance in most of the settings.

It is worth noting that MFW obtains particularly high
accuracy on the step imbalance scenario that most of the
other methods struggled. In contrast to the long-tailed set-
ting where there is a smooth transition of class sizes be-
tween the major and minor classes, the step setting only
has two extremes (i.e., major or minor classes), whose sizes
are different by a ratio ρ. We attribute the superior perfor-
mance of MFW to its inner working, which aims to resolve
the over-competition between the major and minor classes.

Table 3. Top-1/-5 test accuracy (%) on Step Tiered-ImageNet.

Top1 Top5

ERM 41.7 58.1
LDAM [5] 42.3 63.1
CDT [72] 43.8 64.2
cRT [30] 44.4 66.5
τ -norm [30] 43.0 62.4
LWS [30] 42.6 58.8
Remix [8] 43.4 62.6

MFW 46.1 67.5
MFW w/ DRW 46.4 67.8

Such a competition is stronger in the step case than in the
long-tailed case, and that is why MFW excels.
Tiny-ImageNet. (Table 2) Our MFW again performs par-
ticularly well in the challenging step setting.
Step Tiered-ImageNet. (Table 3) Tiered-ImageNet is a
large-scale step imbalanced dataset (511 classes) whose im-
balanced ratio ρ > 200. We re-implement all the baselines.
Our MFW outperforms all methods, which demonstrate the
strong ability of MFW on step imbalanced cases.
iNaturalist. (Table 4) iNaturalist has 8,142 classes and
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Figure 7. Feature deviation between the training and test data per class along the training progress. We experiment on CIFAR-10,
using both the long-tailed and the step settings (ρ = 100). We only showed the most major (c = 1, with 5, 000 training samples) and
minor classes (c = 10, with 50 training samples) for clarity. The formulation of deviation is in subsection 5.4. As the number of training
epochs increases, the deviation increases, while MFW can achieve a much smaller deviation.

Table 4. Top-1/-5 validation accuracy (%) on iNaturalist. We
present results by training with 90/180 epochs in the form “A/B”.

Top1 Top5

ERM 58.8 / 64.3 80.1 / 84.5
CB [9] 61.5 / - 80.9 / -
LDAM [5] 64.6 / 66.1 83.5 / -
LDAM-DRW [5] 68.0 / 68.6 85.2 / 85.3
CDT [72] 63.7 / 69.5 82.5 / 86.8
BBN [80] 66.3 / 69.6 -
cRT [30] 65.2 / 67.6 -
τ -norm [30] 65.6 / 69.3 -
Remix-DRW [8] - / 70.5 - / 87.3

MFW 65.5 / 67.3 85.3 / 85.8
MFW w/ DRW 66.7 / 69.6 85.5 / 86.1

many of them have scarce instances, making it particu-
larly challenging. Our MFW outperforms nearly all but the
Remix approach (worse by ∼ 1%). As large-scale training
is sensitive to batch size, the fact that Remix uses a batch
size of 256 while we use 128 (due to the computational con-
straint) might contribute to the difference.

5.4. Ablation Studies

We conduct further analysis on CIFAR-10 (for ρ = 100).
Can MFW reduce the feature deviation? We follow [72]
to compute the feature deviation. We extract ℓ2-normalized
features, compute feature means in training and test data for
each class c, and calculate their Euclidean distance dis(c) =

1

R

R∑
r=1

∥mean(SK({fθ(x(c)
train)}))−mean({fθ(x(c)

test)})∥2.

SK is a subsampling (of K examples) over training samples
per class before computing the mean, which is to alleviate
the estimation variance resulting from different class sizes.
We follow [72] to perform R = 1, 000 subsampling rounds
and set K as the minor class size. The larger the dis(c)
is, the larger the feature deviation is, which implies severer
over-fitting (thus worse accuracy). Figure 7 shows the re-
sult. MFW notably reduces the feature deviation, justifying

Table 5. Test accuracy (%) on CIFAR-10/-100. We apply MFW
after each convolutional group and compare to [76, 62].

CIFAR-10 CIFAR-100

Imbalance ratio ρ = 100 Long-tailed Step Long-tailed Step

ERM 71.1 65.8 40.1 39.9

MFW (Input layer) 76.3 68.1 41.2 43.1
MFW (1st Group) 77.3 72.4 42.3 44.3
MFW (2nd Group) 78.5 80.1 44.7 46.9
MFW (3rd Group) 77.1 69.8 43.1 46.3
MFW (4th Group) 75.0 67.4 40.3 42.2

our claims that feature deviation is likely caused by the ex-
aggerated feature gradients on the minor classes.

Which layer for MFW? (Table 5) We apply MFW after
different groups of convolutions. Intermediate layers yield
the highest accuracy. All of them outperform ERM.

Label mixing. We compare MFW to mixup [76] and man-
ifold mixup [62]. Details are in the supplementary.

6. Conclusion

Class-imbalanced deep learning is a fundamental prob-
lem and a practical issue to resolve in computer vision. In
this paper, we take a new perspective to tackle it, which is to
investigate how imbalanced data affect the training progress
of a neural network. Namely, how major classes and minor
classes are fitted along the epochs. We found a huge dis-
crepancy: a network tends to fit the major classes first and
then the minor ones, resulting in large gradients for the mi-
nor class data that may eventually lead to feature deviation
and over-fitting. We propose a fairly simple yet mathemati-
cally sound approach MFW to effectively balance the train-
ing progress and reduce the minor class gradients. MFW
performs well on multiple benchmark datasets, especially
on the challenging step imbalanced scenario.
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