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Abstract

Black-box attacks aim to generate adversarial noise to
fail the victim deep neural network in the black box. The
central task in black-box attack method design is to estimate
and characterize the victim model in the high-dimensional
model space based on feedback results of queries submitted
to the victim network. The central performance goal is to
minimize the number of queries needed for successful at-
tack. Existing attack methods directly search and refine the
adversarial noise in an extremely high-dimensional space,
requiring hundreds or even thousands queries to the victim
network. To address this challenge, we propose to explore a
consistency and sensitivity guided ensemble attack (CSEA)
method in a low-dimensional space. Specifically, we esti-
mate the victim model in the black box using a learned lin-
ear composition of an ensemble of surrogate models with
diversified network structures. Using random block masks
on the input image, these surrogate models jointly construct
and submit randomized and sparsified queries to the victim
model. Based on these query results and guided by a con-
sistency constraint, the surrogate models can be trained us-
ing a very small number of queries such that their learned
composition is able to accurately approximate the victim
model in the high-dimensional space. The randomized and
sparsified queries also provide important information for us
to construct an attack sensitivity map for the input image,
with which the adversarial attack can be locally refined to
further increase its success rate. Our extensive experimen-
tal results demonstrate that our proposed approach signifi-
cantly reduces the number of queries to the victim network
while maintaining very high success rates, outperforming
existing black-box attack methods by large margins.

1. Introduction

Deep neural networks are sensitive to adversarial attacks
[26, 2]. A very small amount of adversarial noise added to
the input image can successfully fool the state-of-art clas-
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Figure 1. Illustration of the proposed idea for consistency-
sensitivity guided ensemble attack in a low-dimensional space.

sifier with a very high probability. There are two types of
adversarial attacks, white-box attacks which have full ac-
cess to the victim network under attack and black-box at-
tacks which have no knowledge about the network. In this
work, we focus on black-box attacks which remain an open
and very challenging problem. In black-box attacks, it is
assumed that the attacker can only query the victim net-
work and obtain its output score for a given input image
[19]. There are two major performance metrics, the num-
ber of queries to the victim network and the attack success
rate, used to evaluate the performance of black-box attacks
[©]. In black box attack research, the objective is to mini-
mize the number of queries submitted to the victim network
while achieving a very high attack success rate.

Two major approaches have been explored in the liter-
ature for black-box attacks. The first one is the transfer-
based approach which uses a trained surrogate network to
generate attacks based on the white-box approach, hoping
this attack noise can be effectively transferred to the un-
known target network [7, 12]. This approach often suffers
from low success rates since the adversarial attack is a very
sophisticated error accumulation process depending on the
specific parameter settings of victim model and the input
image. The second one is the query-based approach which
queries the target network continuously, searches or modi-
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fies the attack noise based on the query score feedback us-
ing gradient descent or other optimization methods [19, 21].
This approach often needs a larger number of queries since
both the victim model and the input image have extremely
high dimensions and the gradient-based searches and attack
noise optimization in such high-dimensional spaces involve
a very large number of search steps and queries. Currently,
the average number of queries achieved by existing state-
of-the-art methods remains very high, often in the range of
a few hundreds or even thousands [19]. In practice, it is
prohibitive or unrealistic to query the victim network to be
attacked for a large number of times. For example, if an on-
line face recognition service detects that a large number of
queries have been issued from the same source, it can sim-
ply activate its defense mechanism and disable its access for
security protection reasons. Therefore, it is highly desirable
to significantly reduce the number of queries for black-box
attacks while maintaining a very high success rate, which is
the central goal of this work.

In both targeted and untargeted attacks, the attack is suc-
cessful if the output score of the victim network for the at-
tacked image is significantly deviated from the correct score
of the original image [13, 19]. Therefore, the attack success
rate depends on how well the victim model is approximated
and how effectively the detailed network responses of the
input image are characterized and exploited. The central
challenge in black-box attacks is the high dimensionality
[13]. It is well known that the search complexity typically
increases exponentially with the number of dimensions. In
black box attacks, the adversarial noise has the same di-
mension as the input image size, which is very large. In the
meantime, the surrogate model aims to approximate the vic-
tim model in the black box which has an unknown network
structure with millions of model parameters.

To address this challenge, we propose a consistency-
sensitivity guided ensemble attack (CSEA) method for
highly efficient search and estimate the victim model in the
high-dimensional model space. The central idea is illus-
trated in Figure 1. To prevent the search process from being
trapped in local minimums, we construct an ensemble of
surrogate models with diversified structures which perform
collaborative search in the high-dimensional model space.
We then estimate or approximate the victim model using a
learned linear composition of these surrogate models. Us-
ing random block masks on the input image, these surro-
gate models jointly construct and submit randomized and
sparsified queries to the victim model. Based on the feed-
back results of these highly diversified queries, the surro-
gate models are able to effectively learn and evolve them-
selves in the model space. Guided by a consistency con-
straint, their learned composition is able to approximate the
victim network very efficiently using a very small number
of queries. Furthermore, the block-wise randomized and

sparsified queries provide important information for us to
estimate the attack sensitivity map for the input image. Us-
ing this sensitivity map, we can perform block-based local
refinement of the attack to further increase its success rate.
Our experimental results will demonstrate that this CSEA
approach is able to significantly reduce (by up to 50%) the
number of needed queries to the victim network to achieve
successful attacks, when compared to the state-of-the-art
black-box attack methods.

2. Related Work and Unique Contributions

There are two major threat models of adversarial attacks:
white-box attacks and black-box attacks. The white-box at-
tacker has full access to the classifier network parameters,
network architecture, and weights. During the past a few
years, a number of white-box attack methods have been
developed, including fast gradient sign (FGS) method [8],
Jacobian-based saliency map attack (J-BSMA) [24], pro-
jected gradient descent (PGD) attack [16, 18], and Back-
ward Pass Differentiable Approximation (BPDA) attack [3].
The Basic Iterative Method (BIM) is an improved version
of the FGS attack method. Generative adversarial networks
(GANSs) have been used in [27, 5] to generate perturba-
tions. It has been recognized in [15, 28] that the PGD
is the strongest attacker among all attacks, which can be
viewed as a multi-step variant of FGSF [18]. For black-
box attacks, the attacker has no knowledge about target net-
work. Existing black-box attack methods can be broadly di-
vided into two categories: transfer-based and search-based
approaches.

(a) Transfer-based methods. This attack method learns
a surrogate network to generate the adversarial attack based
on white-box attack methods and wishes the attack can
be transferred to the victim network [23]. [22] studied
the transferrability between deep neural networks and other
models such as decision trees and support vector machines.
It has been recognized [|7] that black-box attacks with
surrogate networks tend not to transfer well. [17] intro-
duced an ensemble of networks to improve the attack per-
formance. Despite its potential to reduce the number of
queries, transfer-based black-box attacks still suffer from
high failure rates.

(b) Search-based methods. Assuming that the output
scores of the target model is available, [0] proposed a zero-
order optimization (ZOO) method to estimate the gradients
of target model based on symmetric difference quotient.
[13] presented a Natural Evolution Strategies (NES) method
coupled with PGD attacks to generate adversarial inputs.
These methods often require thousands of queries to suc-
ceed on the target model. To reduce the number of queries,
random grouping and principal components analysis have
been used in [21] to improve the gradient estimation. How-
ever, the robustness of its gradient estimation is sensitive to
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the choices of hyper-parameters, such as the learning rate,
decay rates, and updating rule [19].

Local search methods perform local modification of the
image, aiming to fail the target network. [20] proposed a
simply yet efficient approach by adding noise to the im-
age in a specific direction, and check if it leads to a pos-
itive change in the attack probability. [|] proposed a ran-
dom search based method, which selects localized square
shaped updates at random positions so that at each iteration
the perturbation is situated approximately at the boundary
of the feasible set. [4] presented a distribution based black-
box attack, which uses the image structure information for
modeling adversarial distributions and reduces the required
queries. Although effective in attacking the target network,
existing local search methods often suffer from the need for
a large number of queries.

Unique contributions of this work are summarized
in the following, when compared to existing methods for
black-box attacks. (1) This work aims to bridge the gap be-
tween and address the major limitations of existing transfer-
based and search-based approaches. We have explored a
new approach for searching and estimating the black-box
victim model in a very high-dimensional model space. (2)
By representing and approximating the victim network us-
ing a learned linear composition of the a small set of surro-
gate models, and also by partitioning the image into a small
set of blocks to sparsely modulate the adversarial noise, our
CSEA method is able to effectively perform the search and
optimization in a low-dimensional parameter space, result-
ing in significantly reduced number of queries. (3) If we
assume that the attacker has memory, being able to remem-
ber the queries from previous input images, the number of
needed queries can be further significantly reduced.

3. Method
3.1. Problem Formulation

Consider a target classifier T'() in the black box whose
network structure and model parameters are unknown. This
target classifier is also referred to as the victim network or
model. Let (x,y) be the input-label pair. Existing black
box attack methods assume that the attacker has access to
the output score T'(x) of the victim network. The goal of
black box attacks is to generate an adversarial noise z which
has the same dimension as  and maximizes the score devi-
ation

z=argmax ||T(x) — T(x + 2)||2, s.t. ||z]l, <€ (1)

where € controls the magnitude of the adversarial noise.
Query-based attack methods attempt to search for the target
adversarial noise z directly in the spatial domain by analyz-
ing its gradients or distributions [13, 19]. In transfer-based
attacks, the noise z is generated using a surrogate network

@ with existing white-box attack methdos, such as FGSM,
PGD, or BPDA [17, 12],

z = Q_l(s) — T,

Here, s is the output score of the surrogate network Q. In
this work, we refer to s as the attack anchor. Certainly, if
we set a different value for s, the corresponding attack noise
will be also different. This generated attack is then submit-
ted to the victim network for evaluation and corresponding
output score is given by

g=T(Q '(s,z)). 3)

The output score depends on the surrogate network @ and
the input image .

s=Q(xz + z). (2)

3.2. Constructing Ensemble Randomized Searches

In our CSEA method, we propose to approximate the
victim model T using a learned linear composition of an
small ensemble of surrogate models with diversified net-
work structures {Q%|1 < k < K}. In our experiments,
K = 3. The composition model Q? is given by

K
Q' => a Qi “)
k=1

where ¢ is the training iteration index. According to our ex-
periments, a small number K, for example, k = 2 or 3, will
be sufficient. In order to train these surrogate models, we
use the composition model Q! to generate the adversarial
attack 2! for the input image x. To ensure successful train-
ing and diversify the training samples, we propose to incor-
porate a blockwise mask to modulate the adversarial noise.
Specifically, we partition the input image x into By X By
blocks. For example, in our experiments, we set By and
By to be 16. Let M, be a random binary blockwise mask
generated at iteration ¢ with all ones in o x By X Byy blocks
and zeros in other blocks. For example, in our experiments,
we set « to be 0.15.

Based on this random mask, the current white-box attack
method can be directly modified such that there is no adver-
sarial noise at image position (i, 5) if M? (i,j) = 0. For
example, during the FGSM (Fast Gradient Sign method) at-
tack [8], with the random mask, the attacked image is given
by

jt(imj) = CL’(Z,]) + Mtoz(7’7j) te- Sign[VIJ(Qtku 3t)]~

Here, J(-) represents the loss function at the network output
layer, V..J(-) represents the gradients of this loss function
J () being propagated to the input image . s’ is the target
score for the attack. According to our experiments, when
this blockwise mask is used, a small number of extra itera-
tions will be needed to achieve successful attack of the input
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image. The corresponding adversarial noise is denoted by
zt = &' — x. Figure 2 shows two examples of randomized
attacks. In each row, the first image is the original image,
the second one is the attacked image with the mask shown
in the third image. The fourth one is another attacked image

with a random block mask shown in the fifth image.

Attacked Random

Mask 2

Random
Mask 1

Attacked
Image 1

Original

Figure 2. Original images (first column), their adversarial image
(second and fourth column), and adversarial perturbations (third
and fifth column)

3.3. Learned Linear Composition of Surrogate
Models

In this section, we will explain how the proposed CSEA
can successfully learn these surrogate models such that their
linear composition can very efficiently approximate the vic-
tim model in the black box. Our objective is to minimize the
number of queries submitted to the victim model. The vic-
tim model T" has an unknown structure and unknown model
parameters. In this work, we create a small set of K surro-
gate models with randomized network structures. Specifi-
cally, we take an existing network model, such as ResNet
or InceptionNet. The randomized network structure is ob-
tained by adding random connections between layers and
performing random drop out in existing layers. As illus-
trated in Figure 3, these surrogate models {Q" } are refined
based on queries from the victim network. We wish that a
linear combination of these surrogate models will able to
successfully capture the behavior of the victim network T’
under adversarial attacks, as described in (4).

Q{Aﬂ A& -
AAA’AA& :

Qt

[

o5 Ap gD

Queries

Figure 3. Illustration of learned linear composition of surrogate
model.

It should be noted that the surrogate network only has

access to one image, which is the current test image . We
assume that other training images are not available to en-
sure fair comparisons with other black-box attack methods,
especially those query-based attack methods [19, 9]. Using
the attacked images & as inputs, we query the victim net-
work and the output is denoted by y* = T'(Z?). The sample
set {(27,y")|[0 < 7 < t}, represents the behavior of the
target network under adversarial attacks. We use this sam-
ple set to train the surrogate networks so that their output
scores Q% (") approach the target T'("). To this end, the
following attack loss is used for training network Q*

L = Esrea,{|QL(2") — T(2")|13}, ®)

where () represents all the queries " that have been eval-
uated by the victim network. In our proposed CSEA ap-
proach, we approximate the victim network using a linear
composition of these surrogate models, as described in (4).
To this end, we need to select the composition coefficients
that minimize the approximation error

t
min } Q" (@) — ill
R
ok (6)
=min}_ |13} QL&) — il

Elr=0 k=1

This leads to a least mean squared error (LMSE) problem
whose solution @ = [a},ab, - - -, at]7T is given by

a=(@"®)"(2"y), (7
where

Ql(%”?) Qz(ﬁz”?) QK@?)
o7 Ql(ﬂﬁ) Qé@) Qf.f.(ﬂﬁ) C®

Q:(Z") Q7)) -+ Qr(T)

and y? = [y(0)T,y(1)T, -+, y(t)T]. Once the composi-
tion coefficients are obtained, we can construct the linear
composition of the surrogate model, Q*.

Adversarial consistency constraint. As illustrated in
Fig. 3, our goal is to evolve the models Q}, so that their lin-
ear combination can approach the unknown victim network
T in the high-dimensional model space. This implies that
all surrogate models should converge to the victim network
model. In other words, they should share the same response
to different adversarial attacks. We refer to this requirement
as the adversarial consistency constraint. It should be noted
that, when enforcing the adversarial consistency constraint,
we do not need to query the victim network, which is very
important in our algorithm design to reduce the query com-
plexity. To implement this constraint, we use the composi-
tion surrogate model Q? to generate an extra set of attacked
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images {z!|1 < | < L} using different block masks and
attack anchors s’. We then define the follow adversarial

consistency loss between different surrogate networks

L
Lo=Y Y "[IQU&!) — QL(=))||2 )

I=1 i#j

This consistency loss is then combined with the attack loss
in (5) as follows

L=k + ) Lo (10)

to train the surrogate network Q. Figure 4 shows two ex-
amples of the training process. For the each test image, it
shows that both the attack loss and the consistency loss are
decreasing quickly with the number of iterations ¢. It also
shows the target class score (x1072) which is the classi-
fication score for the correct class. When this score drops
towards 0, it implies that the image has been successfully
attacked.

Attack Loss Consistency Loss Target Class Score

[ 10 20 0 10 20 0

10 . 20
Iteration ¢ Iteration ¢ Iteration ¢

Figure 4. The convergence of the training process for the surrogate
models. The figure shows the test images, their attack loss, consis-
tency loss, and the target class score of victim model for each test
image.

3.4. Sensitivity-Guided Local Refinement of Attack

In our study, we observe that some images, for example,
about 3-7% of the images, even after the transfer-based at-
tack by the surrogate network @ with optimized anchors,
still survives. In other words, the adversarial noise gen-
erated by @ still cannot successfully attack these images.
Recent studies have demonstrated that modifying image
blocks based on frequent queries to and feedback from the
target network 7" can successfully attack 7" [9]. However,
they often need large numbers of queries. To address this
issue, we propose to utilize the results from the existing ran-
domized queries and the learned surrogate model to gener-
ate an sensitivity map and perform guided local refinement
of the adversarial noise.

Our idea is that the attack should be locally concentrated
onto those image regions that contribute most to the net-
work decision or image recognition result. We observe that,

during adversarial attacks, these image regions often expe-
rience relatively larger attacks, specifically, larger gradient
responses. Based on this observation, during the process
of surrogate network learning with randomized adversarial
noise generation as described in Sections 3.3, we record av-
erage gradient response at each image regions and use this
to construct the sensitivity map.

(0] 2 4 6 8 10 12 (o] 5 10 15 20 25 30
Queries Queries

Figure 5. The accumulative effect of block-based attacks.

In the following, we explain another reason why the ran-
domized sparse block mask was used for generating the
queries. In our randomized queries, we partition the im-
age into M = By By blocks. Let {B,,|1 < m < M}
be the set of image blocks. Let z be the adversarial attack
generated by the composition surrogate model Q*. We de-
fine the adversarial block noise zp,. Then, each zp,, is
contributing the overall attack performance. In our experi-
ments, we find out that the attack results of these adversarial
block noises are highly correlated. For example, Figure 5
shows the attack scores for two test images. The red curve
shows the drop of the attack score if we assume that a set of
neighboring block noises {zp, } are independent and their
scores can accumulate. The blue curve shows the actual
accumulated attack score by this set of neighboring adver-
sarial block noises. We can see that there is a significant dif-
ference between them, which indicates that the neighboring
block noises are highly correlated with each other. This cor-
relation will create a significant challenge for us to estimate
the contribution of each adversarial block noise or the sen-
sitivity of each image block. In our work, we observe that,
by introducing the block mask M? which is random and
sparse, the correlation between blocks can be significantly
reduced. This allows us to perform the following estima-
tion of the attack sensitivity map. We use the FGSM attack
as an example. The attacker computes the gradient of the
loss function L(Q"(f ), s*) with respect to the feature map
f = FU(i, j,c) at network layer [, image location (4, 5) of
channel ¢ and modifies the feature map as

fl=F=eVi@Q(f)s"). (1)

Here, s! is the attack anchor and Q*( f ) represents the
network output at iteration t, e controls the magnitude
of the adversarial attack noise. We denote the gradient
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V rL(y( f),s) at location (i,) and channel ¢ for itera-
tion ¢t by 6%(i, j,c). If the average value of |§%(7, j,c)| at
location (i, 5) is larger than |§%(¢/, 5/, ¢)| at location (4’ '),
then the location (4, j) is more important or more sensitive
than (¢’, j') from the network attack perspective. Based on
this observation, we define the sensitivity map for the input
image x as

A(l,j):ZZ|5t(l,],C)Ma(l,]” (12)

Figure 6 shows five examples of attack sensitivity maps.
We can see that the high-sensitivity areas are concentrat-
ing on those semantic structure regions. Once the sensi-
tivity weights A(¢, j) is obtained, each location (3, j) rep-
resents a block in the original image. We will follow the
order of sensitivity to perform local block-based refinement
of the adversarial noise using the method outlined in [9].
Specifically, we partition the attack noise z into blocks. For
each block, we try to flip noise by multiplying the noise
block with -1. If this flipped noise block improves the at-
tack performance, pushing the output score of the victim
network away from its correct value, then this noise block
is flipped. Otherwise, it remains the same. We perform this
block-based local noise refinement by following the order
of sensitivity levels of blocks. Our experimental results will
demonstrate that this sensitivity-guided attack will be able
to reduce the number queries and improve the attack success
rate.

Figure 6. Original images (top), their sensitivity maps (middle),
and sensitivity maps overlaid on the images (bottom).

4. Further Discussions

Compared to existing approaches for black-box attack,
our proposed CSEA method is unique and novel in the fol-
low aspects. By approximating the victim model in the
black box using a learned linear composition of a small set
of surrogate models and using a consistency constraint to
regulate their training processes, we can learn an accurate
composition surrogate model using a very small number of
queries. The randomized queries also introduce diversity
into the training samples, which also enhances the learning

performance. The sparsified blockwise adversarial noise
generation allows us to estimate the contribution or attack
sensitivity of each image block. Based on this sensitivity
map, we can then perform local refinement of the attack
noise to further increase its attack success rate. It should
be noted that the major performance metrics of black box
attack are the number of queries to the victim network and
the overall attack success rate. As in the black box attack
literature [1 1, 13, 29], we do not need to worry about the
computational complexity and the number of queries to the
surrogate models.

5. Experimental Results

In this section, we will evaluate the performance of our
CSEA method and conduct performance comparisons with
the state-of-the-art methods. Our experiments run on a GTX
1080 Ti GPU with PyTorch [25]. Following existing pa-
pers on black-box attacks [19], we consider both untargeted
and targeted /. attacks on the CIFAR-10 and ImageNet
datasets.

5.1. Experimental Setup

Following prior works [11, 13, 29], we set the maximum
¢~ adversarial perturbations within a range of ¢ = 8/255
for CIFAR-10 and ¢ = 16/255 for ImageNet. On the
CIFAR-10 dataset, we consider two target networks (also
called the victim models): (a) ResNet-Preact-110 [10],
which yields 8.4% top-1 error rate on the test set; and (b)
DenseNet-BC-110, which achieves a 6.97% top-1 test error
rate. Follow the setting in [29], we consider two target mod-
els on ImageNet dataset: (a) an Inception-v3 with 22.7%
top-1 error rate on the standard validation set; and (b) a
PNAS-Net-5-Large model with top-1 error rate of 17.26%;
and (c) SE-Net with top-1 error rate of 17.0%. At the test-
ing phase, as in existing papers, we use the PGD [18] at-
tack with a step size of e = 1/255 and 10 attack iterations.
We choose 1,000 images randomly from the testing set in
CIFAR-10 and the validation set of ImageNet.

5.2. Comparison with the State-of-the-Art methods

For CIFAR-10, we compare our CSEA method with the
following six methods: (1) Bandits [14]; (2) SimBA [9];
(3) Subspace Attack [29]; (4) P-RGF [7]; (5) TREMBA
[12]; and (6) NP-Attack [4]. We adopt the CIFAR-
shakeshake26 as the architecture of our baseline surrogate
model, and train it using the Adam optimizer with a learn-
ing rate of = 0.002. Table 3.4 summarizes the results. It
compares the mean number of queries, median number of
queries, and attack failure rate. From the table, we can see
that, for untargeted attacks with ResNet as the victim model,
we are able to reduce the mean queries by about 38% and
the median queries by 50%, when compared with the cur-
rent best method. For the targeted attack which is more
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Table 1. Performance of our different black-box attacks with /., constraint under untargeted and targeted (target class being 0) setting. The

maximum perturbation is € = 8/255 for CIFAR-10 dataset.

_ Untargeted Attack Targeted Attack

Victim Model Method Mean Median Failure Rate | Mean  Median Failure Rate

Bandits [14] (ICLR18) 1934 88.0 9.2% 3660.1 2812.0 27.4%

SimBA [9] dCML19) 432.1 235.0 6.8% 940.0 885.0 0.0%

Subspace Attack [29] (NIpS19) | 301.8 12.0 7.0% 2409.3  1630.0 22.0%

ResNet P-RGF [7] (NIPS19) 121.8 62.0 7.8% 1020.8 390.0 29.4%

TREMBA [12] (ICLR20) 120.7 64.0 9.1% 1125.3 868.0 8.8%

NP-Attack [4] (ECCV20) 144.0 (NA) 0% 936 (NA) 0%

CSEA (This Work) 74.2 31.0 0.0% 930.4 511.0 3.0%

CSEA-Memory 43.2 4.0 0.0% 860.4 432.0 2.8%

Bandits [14] (ICLR18) 206.3 96.0 4.0% 4154.8 38420 20.0%

SimBA [9] aCML19) 480.5 223.0 26.0% 838.8 777.0 0.0%

Subspace Attack [29] (N1pS19) | 115.8 12.0 4.0% 15284 1012.0 6.0%

DenseNet P-RGF [7] (NIPS19) 111.7 62.0 0.4% 1037.1 438.0 22.9%

TREMBA [12] (ICLR20) 126.4 66.0 2.2% 1123.4  8879.0 7.7%

CSEA (This Work) 65.4 40.0 0.0% 753.1 521.0 0.0%

CSEA-Memory 114 4.0 0.0% 596.2 460.0 0.0%

challenging, our performance is also quite competitive with
existing methods. It reduces the mean queries from 936 to
860. If the victim model is DenseNet, our CSEA method
can reduce the mean queries for untargeted attack by almost
40%.

In the table, we also reported the results for CSEA-
Memory, which assumes that the attacker has memory to
accumulate the query results of previous test images. These
accumulated query results are used together to train the sur-
rogate model. We can see that number of queries can be sig-
nificantly reduced since previous queries results have been
utilized to train a more efficient surrogate network.

On the ImageNet, we compare the performance with five
state-of-the-art methods: (1) Bandits [14]; (2) NES: [13]
query the output scores of the target network to approximate
the true gradient; (3) Subspace Attack [29]; (4) NP-Attack
[4]; and (5) Square Attack [1]. Following these papers,
we use 1,000 images from the validation set for evaluation,
and set the maximum queries to 1,500 per image to find the
adversarial perturbations. We report the mean and median
queries for each attack, together with the failure rate.

As shown in Table 5.2, we can see that that our CSEA
method outperforms the state-of-the-arts by large margins
on the mean queries for the PNAS-Net model. Although
the failure rate of our method is slightly higher than the
subspace method, the mean queries have been reduced by
almost 42%. We also present results using SENet as the
target classifier. As shown in Table 5.2, we can see that
our proposed method significantly reduces the query num-
ber and the failure rate. For example, our method is able
to reduce the mean query from 456 to 360 and the failure
rate also drops 0.2% when compared with Subspace Attack,

which is the current best attacking method on this dataset.

5.3. Ablation Studies

In the following experiments, we conduct ablation stud-
ies to further understand our CSEA method.

5.3.1 Contributions of Each Algorithm Component

Our CSEA attack method consists of two attack steps
guided by the surrogate network: direct transfer-based at-
tack by the composition surrogate network and sensitivity-
guided local refinement of the attack. Table 5.2 shows the
successful rates at these two stages. For example, with the
ResNet victim model, using the direct transfer attack only,
the success rate is 90.9%. For those unsuccessful images
after the transfer attack, we then add the sensitivity-guided
local attack, the success rate becomes 100%. Table 5.2 also
report results for the DenseNet victim model. These results
suggest that each layer of the CSEA attack is important with
significant contributions to the overall performance.

5.3.2 The Impact of Local Sensitivity

In our sensitivity-guided local refinement, we use the sur-
rogate network to generate the sensitivity map to guide the
local block-based optimization of the attack. We follow the
order of the sensitivity weights to search for the best attack
noise. In the following experiment, for those images that
have not been successfully attacked by the previous attack,
we perform the local block-based attack with and without
the sensitivity guidance (in a random order). Table 5.2 sum-
marizes the results. We can see that, if we randomly choose
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Table 2. Performance of our attack method with ¢+, constraint under untargeted setting. The maximum perturbation is ¢ = 16/255 for
ImageNet dataset. Some papers did not report results on some victim networks, which are marked with NA.

Method Inception-v3 PNAS-Net SENet
Mean Median Failure Rate | Mean Median Failure Rate | Mean Median Failure Rate
NES [13] acmL18) 1427 800 19.3% 2182 1300 38.5% 1759 900 17.9%
Bandits [14] (ICLR18) 887 222 4.2% 1437 552 12.1% 1055 300 6.4%
Subspace Attack [29] (NIPS19) | 462 96 1.1% 680 160 4.2% 456 66 1.9%
NP-Attack [4] (ECCV20) 867 (NA) 0% (NA) (NA) (NA) (NA) (NA) (NA)
Square Attack [1] (ECCV20) 197 24 0.3% (NA) (NA) (NA) (NA) (NA) (NA)
CSEA (This Work) | 190 42 1.8% | 398 64 49% | 360 60 1.7%
Table 3. Performance of our method at each stage. ResNet
100
Victim Model ‘ ResNet  DenseNet 3 %
Direct Transfer Attack 90.9% 96.1% g 80
+ Sensitivity-Guided Local Attack | 100.0% 100.0% P
@ 70
5 ‘
Table 4. Sensitivity-based attack using different searching method v 60 o o
under untargeted setting on CIFAR-10. § 50 o
<
Attack Method ‘ Mean Queries  Success Rate 40
1.0 2.0 ~ 30 37
Random Order 140.7 100.0% logao (Queries)
Sensitivity-Guided 113.3 100.0% 100 DenseNet
S
< 90
b}
©
of order of blocks, the mean number of queries is 140.7. If i 80
we use the sensitivity-guided attack, the mean number of g 70
queries is reduced to 113.3, which is quite significant. 5 60 ¥ Sandis
[} = Subspace
. . £ 50
5.4. Success rates for Different Number of Queries %

In this section, we compare our method with the state-
of-art methods on the attack performance with different
numbers of queries. Figure 7 shows the success rate of
our method versus the number of queries on the CIFAR-
10 dataset with two different network architectures, ResNet
and DenseNet. The performance gap in the success rate be-
comes larger in the range of 100 queries for both models.
It shows that our method outperforms all other methods by
more than 10% in the attack success rate. We can see that
our method achieves high attack success rate much more
efficiently with smaller number of queries.

More experimental results and ablation studies are pro-
vided in the Supplemental Materials.

6. Conclusion

In this work, we have developed a consistency-
sensitivity guided ensemble attack approach in a low-
dimensional space for representation, generation, and opti-
mization of the adversarial attack. We approximate the vic-
tim model using a learned linear composition of a small set
of surrogate models with randomized network structures.
Based on randomized queries to the victim network and
guided by a consistency constraint, the surrogate models

1.0 2.0 3.0 3.7
log1o (Queries)

Figure 7. Comparison of success rate versus number of model
queries across different attack method.

can be trained using a very small number of queries such
that their learned composition is able to accurately approx-
imate the victim model. Based on the randomly sparsified
queries, we also construct an attack sensitivity map for the
input image to guide local refinement of the attack noise to
further increase its success rate. Our extensive experimen-
tal results demonstrate that our proposed approach signifi-
cantly reduces the number of queries to the victim network
while maintaining very high success rates, outperforming
existing black-box attack methods by large margins.
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