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Abstract

Nowadays, customer’s demands for E-commerce are
more diversified, which introduces more complications to
the product retrieval industry. Previous methods are either
subject to single-modal input or perform supervised image-
level product retrieval, thus fail to accommodate real-life
scenarios where enormous weakly annotated multi-modal
data are present. In this paper, we investigate a more real-
istic setting that aims to perform weakly-supervised multi-
modal instance-level product retrieval among fine-grained
product categories. To promote the study of this challeng-
ing task, we contribute Product1M, one of the largest multi-
modal cosmetic datasets for real-world instance-level re-
trieval. Notably, Product1M contains over 1 million image-
caption pairs and consists of two sample types, i.e., single-
product and multi-product samples, which encompass a
wide variety of cosmetics brands. In addition to the great
diversity, Product1M enjoys several appealing character-
istics including fine-grained categories, complex combina-
tions, and fuzzy correspondence that well mimic the real-
world scenes. Moreover, we propose a novel model named
Cross-modal contrAstive Product Transformer for instance-
level prodUct REtrieval (CAPTURE), that excels in captur-
ing the potential synergy between multi-modal inputs via
a hybrid-stream transformer in a self-supervised manner.
CAPTURE generates discriminative instance features via
masked multi-modal learning as well as cross-modal con-
trastive pretraining and it outperforms several SOTA cross-
modal baselines. Extensive ablation studies well demon-
strate the effectiveness and the generalization capacity of
our model. Dataset and codes are available at https:
//github.com/zhanxlin/Product1M .

† Equal contribution. ? Corresponding Author.

1. Introduction
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Figure 1. Our proposed task performs instance-level retrieval
among multi-modal data.

The past two decades have witnessed the high enrich-
ment of the commodity types and the diversification of on-
line customer’s demand in E-commerce. On the one hand,
online merchandise has increasingly diversified categories
and a large proportion of them are exhibited as a product
portfolio where multiple instances of different products ex-
ist in one image. On the other hand, online customers or
merchants may want to retrieve the single product in a port-
folio for price comparison [42] or online commodity rec-
ommendation [34]. Furthermore, with the ever-accelerating
accumulation of heterogeneous data generated by multi-
media, it remains a problem how an algorithm can han-
dle large-scale and weakly annotated data [45] to perform
multi-modal retrieval.

In this paper, we explore a realistic problem: how to per-
form instance-level1 fine-grained product retrieval given the

1Instance-level product retrieval refers to the retrieval of all single prod-
ucts existed in a product portfolio image.
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Dataset #samples #categories #instances #obj/img weak supervision multi-modal instance-level retrieval

RPC checkout [47] 30,000 200 367,935 12.26
Twitter100k [17] 100,000 - - - X X

INRIA-Websearch [22] 71,478 353 - - X X
Dress Retrieval [7] 20,200 - ∼20,200 ∼1.0 X X
Product1M(Ours) 1,182,083 458 92,200 2.83 X X X

Table 1. Comparisons between different datasets. ‘-’ indicates inapplicable. The #instances and #obj/img of Product1M are in italics
since there are no instance labels for the train set and we only count the instances in the val and test set. Product1M is one of the largest
multi-modal datasets as well as the first dataset specifically tailored for real-world instance-level retrieval scenarios.

large-scale weakly annotated multi-modal data? We com-
pare different paradigms of retrieval in Figure 1. As can
be seen, image-level retrieval tends to return trivial results
since it does not distinguish different instances, while multi-
modal instance-level retrieval is more favorable for search-
ing for various kinds of products among multi-modal data.
Despite the generality and the practical value of this prob-
lem, it is not well studied due to the lack of real-world
datasets and a clear problem definition. In the literature
of product retrieval, intra-modal [32, 1, 31, 30] and cross-
modal retrieval [43, 12, 48, 4, 44, 8] take as input single-
modal information, e.g., an image or a piece of text, and per-
forms matching search between separate data points. Unfor-
tunately, such retrieval schemes significantly restrict their
use in many scenarios where multi-modal information ex-
ists in both the queries and targets. More importantly, pre-
vious works focus on the relatively simple case, i.e., image-
level 2 retrieval for single-product images [24, 13] and the
instance-level nature of retrieval is unexplored.

To bridge this gap and advance the related research, we
collect a large-scale dataset, named Product1M, proposed
for multi-modal instance-level retrieval. Product1M con-
tains over 1 million image-caption pairs and consists of
two types of samples, i.e., single-product and multi-product
samples. Each single-product sample belongs to a fine-
grained category and the inter-category difference is sub-
tle. The multi-product samples are of great diversity, re-
sulting in complex combinations and fuzzy correspondence
that well mimic the real-world scenarios. To the best of our
knowledge, Product1M is one of the largest multi-modal
datasets as well as the first dataset specifically tailored for
real-world multi-modal instance-level retrieval scenarios.

In addition to the constructed dataset, we also propose a
novel self-supervised training framework that extracts rep-
resentative instance-level features from large-scale weakly
annotated data. Specifically, we first train a multi-product
detector from pseudo-labels by incorporating a simple yet
effective data augmentation scheme. Then, CAPTURE is
proposed to capture the potential synergy of images and
texts via several pretext tasks. We showcase that some
prevailing cross-modal pretraining methods [27, 25, 6, 38]

2Image-level product retrieval refers to recognizing a specific product
instance in a single-product image.

might be flawed under the multi-instance setting due to the
design defects in the network architecture or the inappro-
priate pretext task. In contrast, CAPTURE utilizes a hybrid-
stream architecture that encodes data of different modalities
separately and fuses them in a unified way, which is ex-
perimentally shown to be beneficial for our proposed task.
Moreover, we introduce the cross-modal contrastive loss to
enforce CAPTURE to reach alignment between image and
texts, which avoids the mismatch issue incurred by the in-
appropriate pretext task.

Crucially, CAPTURE surpasses the SOTA cross-modal
baselines in terms of all main metrics by a large margin. We
further conduct extensive ablation experiments to demon-
strate the generalization capacity of CAPTURE and explore
several critical factors of our proposed task. We hope the
proposed Product1M, CAPTURE, and solid baselines can
help advance future research on real-world retrieval.

2. Related Work

Intra- and Cross-Modal Retrieval. Intra-modal retrieval
[32, 1] has been extensively studied in the keyword-based
web document retrieval [11], content-based image retrieval
[29], and product recommendation [19, 20]. Cross-modal
retrieval [43, 12, 48, 4, 44, 8] emerges as a promising av-
enue for efficient indexing and searching among large-scale
data with different modalities, and is widely used in search
engines [2, 14], E-commerce [18, 7], to name a few. How-
ever, these approaches [30, 26, 7, 47, 46] are typically sub-
ject to single modal inputs, which makes them hard to apply
to many real-world scenarios where multi-modal informa-
tion exists in both the queries and targets.
WSOD: Weakly Supervised Object Detection. WSOD
[39, 36, 50] reduces its excessive reliance on fine-grained
labels by learning from cheaper or freely-available data.
PCL [39] iteratively generates proposal clusters to facilitate
the learning of instance classifiers. Pseudo labels generated
from image labels [36] and unstructured textual descriptions
like captions [50] are also beneficial for boosting the per-
formance of WSOD. However, WSOD typically relies on a
fixed-size collection of predefined classes and is not readily
applicable to our proposed task where class labels are not
available and categories can be updated dynamically.
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Figure 2. Characteristics and statistics of Product1M: (1a) Complex combinations of single-product; (1b) Weak supervision and fuzzy
correspondence; (1c) Difficulties in real-world scenarios; (2) Long-tailed category distribution of Product1M. The line displays the sample
number of each category in decreasing order. Product1M contains a wide variety of categories and the long-tailed class distribution aligns
well with real-world scenarios.

Cross-Modal Self-Supervised Learning. Existing Vision-
language pre-trained models typically use a multi-layer
Transformer [41] architecture such as BERT [9] to
learn image-text semantic alignment on multi-modal data.
Single-stream models [25, 37, 6] encode the combined
multi-modal features in a unified architecture while other
two-stream models [27, 38] instead utilize different en-
coders for inputs of different modalities. These methods
are not tailored for instance-level retrieval and we showcase
that they might be flawed due to the design defects in the
network architecture and the inappropriate pretext tasks.

3. Instance-Level Retrieval on Product1M

3.1. Task Definition

A product sample (I, C) is an image-text pair where I is
the product image and C is the caption. Given the gallery
set of single-product samples S = {Si|Si = (IiS , C

i
S)} and

the set of multi-product samples P = {Pi|Pi = (IiP , C
i
P)},

the task is to retrieve and rank the single-products that ap-
pear in the query sample Pi, i.e., to predict a listRETRi =
[idi1, id

i
2, · · · , idik, · · · , idiN ] ∀Pi ∈ P , where idik corre-

sponds to a specific single-product sample in S.

3.2. Dataset Statistics

We collect a large number of product samples of 49
brands from E-commerce websites. These image-text sam-
ples are then manually divided into the single-product and
multi-product groups according to the corresponding prod-

uct information. Product1M is split into the train, val, test,
and gallery set. The train set contains 1,132,830 samples
including both the single-product and multi-product sam-
ples, while there are only multi-product samples in the val
and test set, which contain 2,673 and 6,547 samples respec-
tively. The gallery set has 40,033 single-product samples
for 458 categories, 392 of which appear in the val and test
set and the remaining ones act as interference items for val-
idating the robustness of a retrieval algorithm. The samples
in the gallery, val, and test sets are annotated with class la-
bels for the purpose of evaluation, i.e., they are not involved
in the training process, and the samples in the train set are
not annotated. The statistics of Product1M are shown in
Table 1 and Figure 2. More visualizations of Product1M
and comparisons with related datasets can be found in the
Supplementary Materials.

3.3. Dataset Characteristics

Multi-product nature and complex combinations: The
multi-product images are ubiquitous on E-commerce web-
sites and serve as the query images of instance-level product
retrieval. As is shown in Figure 2(1a), products can be or-
ganized in abundant forms and layouts and the number of
instances can be large. The excessive amount and great di-
versity of fine-grained single-product samples give rise to
the complex combinations in different portfolio images.
Weak supervision and fuzzy correspondence: We con-
sider using data of two common modalities, i.e., images and
texts, for retrieval. Unlike other datasets with clean class la-
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bels, the supervision from commodity captions is weak and
often uninformative. We show different types of challeng-
ing samples in Figure 2(1b). Some samples contain abbre-
viations, i.e., a shortened form of several products, in their
captions. However, the abbreviation like ‘eight-piece set’
does not contain any specific information about products.
The second type of sample carries irrelevant information,
where the commodities described in the title may not ap-
pear in the image or vice versa. The wide distribution of
fuzzy correspondence between images and titles makes it
even more challenging for instance-level retrieval.
Consistency with real-world scenarios: We show some
challenging samples in Figure 2(1c). They can have a com-
plex background with irrelevant objects, amorphous water-
marks, or significant clutter covering the product informa-
tion. Some products of different categories can have almost
the same appearance except that the words on the packing
are slightly different, e.g., day cream vs night cream. As
is shown in Figure 2(2a,2b), the long-tailed distribution of
Product1M aligns well with real-world scenarios.

4. Methodology
As is depicted in Figure 3, our framework consists of an

augmentation-based detector and a self-supervised multi-
modal transformer. In this section, we first elaborate the
training process of RPN and the architectural design of
CAPTURE in Section 4.1 and Section 4.2. Then we de-
scribe two kinds of pretext tasks that enables the self-
supervised learning of CAPTURE in Section 4.3 and Sec-
tion 4.4. Finally, we illustrate the inference process for
instance-level retrieval in Section 4.5.

4.1. Training RPN for Multi-Product Detection

Retrieval based simply on the image-level features will
lead to an undesirable condition where the retrieval re-
sults are overwhelmed by the dominated product in an im-
age. Thus it is crucial to distinguish different products
and extract proposal-wise features in a multi-product im-
age. While many pre-trained detectors are available, they
are infeasible to directly apply to multi-product detection
due to the distribution difference between datasets. Thus
we utilize a simple yet effective data augmentation scheme
to train a Region Proposal Network (RPN) [35] based solely
on the single-product images as shown in Figure 3(a). We
first use GrabCut [28] to obtain the foreground masks of
single-product images. With real-world background images
from Places365 [51], a copy-and-paste augmentation [10] is
applied to these foreground masks and background images
to generate synthesized images. In this way, we are able to
train a well-performing multi-product detector. Given the
detected regions of RPN, we utilize RoIAlign [15] to obtain
instance-wise features, which are then fed into CAPTURE
for further cross-modal learning. More visualizations and
details about the synthesized images and the training of
RPN can be found in the Supplementary Materials.

4.2. Architectural Design of CAPTURE

After training the RPN, we can generate high-quality
proposals for different products in an image. Different from
the prevalent single-stream or two-stream transformer ar-
chitectures, we propose CAPTURE that combines these two
architectures into a unified one by stacking three types of
layers for semantic alignment and joint learning of multi-
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modal inputs. Details are shown in Figure 3(b). To be
specific, the Text/Visual Transformer takes as input the em-
beddings of the texts or image and is responsible for intra-
modal feature learning. The Text/Visual Cross-Transformer
aims to capture and model the inter-modal relations be-
tween texts and image by exchanging key-value pairs in
the multi-headed attention mechanism. After that, the fea-
tures of texts and image are concatenated and serve as the
query, key, and value inputs to the Co-Transformer for joint
learning of multi-modal features. These three types of trans-
former are stacked L,K, andH times respectively. We ver-
ify the effectiveness of our architectural design in Table 4.

4.3. CAPTURE by Masked Multi-Modal Learning

We utilize several pretext tasks to enable the self-
supervised learning of CAPTURE. For modality-wise fea-
ture learning, we adopt two masked multi-modal model-
ing tasks, i.e., Masked Language Modeling task (MLM)
and Masked Region Prediction task (MRP), following the
standard BERT [9] and VisualBERT [25]. Concretely, for
MLM and MRP, approximately 15% of texts and proposal
inputs are masked out and the remaining inputs are used
to reconstruct the masked information. The MLM is han-
dled as in BERT [9]. For the MRP, the model directly
regresses the masked features, which is supervised by the
features extracted by the pretrained RPN with a MSELoss.
As for inter-modal relation modeling, Image-Text Match-
ing task (ITM) is widely adopted in many previous meth-
ods [25, 6, 27, 38]. Typically, the model is asked to predict
whether the text is the corresponding description of an im-
age, which is formulated as a binary classification task. To
generate negative samples, either the image or caption is
randomly substituted. We argue that ITM could be prob-
lematic to the fine-grained understanding of an image-text
sample at the instance-level. We hypothesize the deteriora-
tion stems from the unmatched image and caption pairs after
substitution, which results in the inconsistency between de-
tected regions and text. We further experimentally validate
this claim in Table 3.

4.4. CAPTURE by Cross-Modal Contrastive Loss

Aside from intra-modal feature learning, CAPTURE
is expected to generate coherent representations of multi-
modal inputs and learn the correspondence between them.
To this end, we resort to inter-modality contrastive learn-
ing [5, 33] to reach alignment between image and text. For
a minibatch of N image-text samples, there are 2N data
points in total. We treat the corresponding image-text pairs
asN positive pairs, and the other 2(N−1) unmatched pairs
are regarded as negative ones. Formally, given an image-
text pair (xi, xj) and their encoded features (x̃i, x̃j), the
cross-modal contrastive loss for this positive pair is com-

puted as:

L(xi, xj) = − log
exp (sim (x̃i, x̃j) /τ)∑2N

k=1 1[k 6=i] exp (sim (x̃i, x̃k) /τ)
,

(1)
where sim(u,v) = u>v/‖u‖‖v‖ computes the cosine
similarity of (u,v) pairs, τ denotes the temperature param-
eter, 1[k 6=i] is a binary indicator function that returns 1 iff
k 6= i. This form of contrastive loss encourages the encoded
features of positive pairs from different modality to be sim-
ilar while discriminates those of negative ones. We find it
beneficial to inject this supervision at the Text/Visual Trans-
former and further discussion about the effect of cross-
modal contrastive loss can be found in Section 5.3.

4.5. Inference for Instance-Level Retrieval

For both the single- and multi-product samples, the
proposal-wise features extracted via the pre-trained RPN
and the captions are used as input to CAPTURE. During
inference, the Co-Transformer layer outputs HIMG and
HTXT as the overall representations of visual and linguis-
tic inputs, respectively. These two vectors are multiplied
together to derive the joint representations of an instance.
Furthermore, since Text/Visual Transformer is supervised
with cross-modal contrastive loss, we find it beneficial to
concatenate the features of this layer for retrieval. The re-
sulting features then serve as the input of our retrieval al-
gorithm. After computing the cosine similarity matrix be-
tween an instance and the samples in the gallery set, we
retrieve the corresponding single-product samples with the
highest similarities for each query.

5. Experiments
5.1. Implementation Details

We attach RPN to a ResNet-50 [16] backbone pre-
trained on ImageNet and follow the training schedule in
[35]. We use the BERT [9] to initialize the linguis-
tic transformer of our CAPTURE. The number of the
Text/Visual Transformer, Text/Visual Cross-Transformer,
and Co-Transformer is set to L = 4,K = 4, and H = 4,
respectively, which adds up to 12 transformer layers. We
set the hidden state size of CAPTURE and other baselines
to 768 for a fair comparison. We separately attach a 512-d
fully connected layer after Co-Transformer and Text/Visual
Transformer for masked multi-modal learning and cross-
modal contrastive learning. The concatenation of the fea-
tures from these two layers results in a 1024-d feature vec-
tor for retrieval, which is also the same for other baselines.
The maximum sequence length for the sentence is set to 36.
We train CAPTURE with a total batch size of 128 for 10
epochs on 4 RTX 2080 GPUs. We use Adam [21] opti-
mizer with an initial learning rate of 1e-4 and a linear learn-
ing rate decay schedule is adopted. Temperature parameter
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Method mAP@10 mAP@50 mAP@100 mAR@10 mAR@50 mAR@100 Prec@10 Prec@50 Prec@100

Image-based 40.35 36.77 34.76 17.20 15.86 15.45 32.80 30.54 29.97
Text-based 61.56 59.38 58.42 23.65 22.04 20.13 56.15 57.47 57.45
ViLBERT [27] 70.11 68.19 68.29 29.05 25.54 25.02 64.64 66.35 66.60
LXMERT [38] 71.37 67.83 66.73 29.83 23.15 23.89 65.97 64.79 64.77
CLIP* [33] 70.25 69.28 67.30 29.45 25.61 25.61 67.77 68.00 68.38
VL-BERT [37] 72.01 68.22 67.79 29.15 25.59 26.16 65.25 66.92 66.64
VisualBERT[25] 72.27 69.60 68.28 31.69 26.31 26.83 67.31 66.48 66.62
UNITER [6] 74.69 71.02 70.93 29.47 25.82 26.20 70.11 69.15 68.95
CAPTURE (Ours) 79.36 74.79 74.63 34.69 30.04 30.08 73.97 72.12 73.86

Table 2. Comparison with different intra- and cross-modal self-supervised baselines.

τ is set to 0.07. At inference, CAPTURE takes as input the
texts and proposal-wise features to generate instance fea-
tures. For a fair comparison with other baselines, we adopt
the same training procedure and evaluation protocol in all
experiments unless otherwise stated and we use the same
augmentation-based RPN for the baselines in Table 2. More
details can be found in the Supplementary Materials.
Evaluation Metrics. We adopt Precision (Prec@N ),
mean Average Precision (mAP@N ) and mean Average Re-
call (mAR@N ) as our evaluation metrics, among which
Prec@N and mAP@N are widely used in the retrieval
literature [49, 3]. Since exhaustively retrieve every single
product is unnecessary and impractical in many scenarios,
we report mAP, mAR, and Prec for N = 10, 50, 100. The
details of evaluation metrics can be found in the Supple-
mentary Materials.

5.2. Weakly-Supervised Instance-Level Retrieval

We compare CAPTURE with several intra- and cross-
modal baselines and the results are shown in Table 2.
Intra-Modal Schemes. We compare our method to two
intra-modal schemes including Image-based and Text-based
schemes. For image-based retrieval, we stack the Visual
Transformer layer described in Section 4.2 and adopt the
same image input and pretext task, i.e., Masked Region
Prediction as CAPTURE. For text-based retrieval, we stack
the Text Transformer layer and use only the text input and
Masked Language Modeling pretext task. We further dou-
ble the depth of these two models to 24 layers to keep the
same amount of parameters as CAPTURE. It turns out that
these two schemes are lagging far behind since they are sub-
ject to data of single modality, which suggests that the mod-
eling of the relations between multi-modal data is indis-
pensable. We provide more experiment results to validate
this point in Section 5.4.
Cross-Modal Schemes. We compare CAPTURE to several
prevailing self-supervised cross-modal pretraining methods
in Table 2, including SOTA single-stream and two-stream
Vision-language models as well as a SOTA zero-shot classi-
fication model, i.e., CLIP [33]. The CLIP* baseline refers to

# Masked ITM CTR Concat mAP/mAR/Prec

1 X 72.1 / 28.9 / 72.7
2 X X 71.9 / 28.5 / 72.9
3 X X 70.2 / 27.1 / 70.2
4 X X 73.3 / 29.1 / 73.2
5 X X X 74.6 / 30.1 / 73.9

Table 3. The impact of different pretext tasks and cross-modal con-
trastive loss. Evaluation for N = 100. ‘Masked’ stands for two
masked multi-modal pretext tasks, i.e., MLM and MRP. ‘CTR’
stands for cross-modal contrastive loss.

a CLIP-like architecture that uses separate transformers to
encode image and text and is trained with a contrastive ob-
jective. Notably, CAPTURE outperforms all these baselines
in all three metrics for instance-level retrieval. Two-stream
models, i.e., ViLBERT [27], LXMERT [38] and CLIP*, are
generally worse than single-stream ones, which suggests
that the fusion mode of multi-modal features is one of the
critical factors. We attribute the superior performance of
CAPTURE to its hybrid-stream architecture and we study
the impact of different layer types in Section 5.4.

5.3. Impact of Pretext Tasks and Contrastive Loss

As shown in Table 3, ITM will hurt the accuracy of
instance-level retrieval (#1 vs #3), since it gives rise to
mismatch samples, which might be detrimental to the fine-
grained understanding of a multi-product image. We apply
the cross-modal contrastive loss at the Text/Visual Trans-
former layer to align the representations of image and text,
which further benefits the learning of consequent layers.
The inclusion of contrastive loss encourages our model to
maximizes the feature similarity of positive pairs, which
improves all three metrics by 1.2, 0.2, and 0.5, respectively
(#1 vs #4), and we find it of little help when added to the
deeper layers. Moreover, after concatenating the features
from the Text/Visual Transformer with that from the Co-
Transformer for retrieval, it further improves all three met-
rics by 1.3, 1.0, and 0.7, respectively (#4 vs #5). However,
we find this concatenation operation will slightly degrade
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the performance of the model without contrastive loss (#1
vs #2), which suggests that the improvement mainly comes
from the contrastive loss instead of the operation itself.

Model Config Depth mAP/mAR/Prec

w/o-Cross (6,0,6) 12 73.8 / 28.2 / 71.5
w/o-Co (6,6,0) 12 73.2 / 29.3 / 72.8
w/o-Txt/Vis (0,6,6) 12 69.3 / 25.4 / 68.4

CAPTURE-A (2,5,5) 12 72.8 / 29.0 / 71.3
CAPTURE-B (5,2,5) 12 73.7 / 29.1 / 71.8
CAPTURE-C (5,5,2) 12 73.8 / 29.5 / 72.0

CAPTURE-S (2,2,2) 6 67.7 / 25.7 / 68.3
CAPTURE-L (8,8,8) 24 74.7 / 30.9 / 74.2

CAPTURE (4,4,4) 12 74.6 / 30.1 / 73.9
Table 4. Performance of different layer configurations. Evaluation
for N = 100.

5.4. Impact of Layer Configuration

We investigate how the configuration of transformer
layers will affect the performance of our model in Table
4. The triplet in the Config column stands for the num-
ber of Text/Visual Transformer, Cross-Transformer, and
Co-Transformer layer, respectively. We first remove lay-
ers of a specific type while keeping the depth of the re-
sulting network the same as CAPTURE’s, i.e., 12 layers,
for a fair comparison. The ‘w/o-Cross’, ‘w/o-Co’, and
‘w/o-Txt/Vis’ refer to the resulting model after removing
the Cross-Transformer, Co-Transformer, and Text/Visual
Transformer layers from CAPTURE. As can be seen, the
performances of these three models are inferior to that
of CAPTURE, which demonstrates the effectiveness of its
hybrid-stream architecture. Moreover, in the second group
of Table 4 (CAPTURE-A,B,C), we study the combination
of three layer types in different proportions. It turns out
that the (4,4,4) configuration achieves the best performance.
We further explore the performance of a smaller model
(CAPTURE-S) and a larger model (CAPTURE-L). As can
be seen, CAPTURE with the (4,4,4) configuration achieves
a better trade-off between accuracy and parameters.

5.5. Zero-Shot Instance-Level Retrieval

We argue that a retrieval-based solution generalizes bet-
ter to real-world scenarios where the category set is up-
dated continuously and large quantities of clean labels are
too costly to collect. Unlike detection, our retrieval-based
framework does not rely on a fixed-size collection of prede-
fined classes or fine-grained box annotations. To emphasize
this, we conduct zero-shot retrieval experiments and report
the results in Table 5. We manually remove 5/10/20 brands
from the train set and train CAPTURE on the remaining
samples so that the removed categories are not disposed to

Metric N = 10 N = 50

5
br

an
ds mAP@N 63.3 / 64.5 / 67.1 60.7 / 62.2 / 64.4

mAR@N 23.2 / 24.7 / 25.9 19.2 / 20.1 / 20.9
Prec@N 56.5 / 57.1 / 60.5 56.5 / 57.7 / 62.4

10
br

an
ds mAP@N 56.8 / 58.2 / 61.5 54.1 / 55.2 / 57.1

mAR@N 19.6 / 20.5 / 24.0 16.4 /17.4 / 18.4
Prec@N 50.2 / 51.9 / 53.0 51.3 / 52.7 / 54.3

20
br

an
ds mAP@N 42.6 / 43.3 / 44.4 36.7 / 37.3 / 38.8

mAR@N 17.5 / 17.6 / 17.9 12.9 / 13.2 / 13.5
Prec@N 32.2 / 32.4 / 34.0 32.9 / 33.1 / 34.5

Table 5. Performance comparison of zero-shot retrieval. Orga-
nized in the order of LXMERT/UNITER/CAPTURE.

Method mAP@100 mAR@100 Prec@100

UNITER-single 86.56 80.82 80.82
LXMERT-single 86.05 80.59 80.59
CAPTURE-single 88.24 83.33 83.33

CAPTURE-natural 70.36 26.46 66.53
CAPTURE-1Inst 60.03 20.43 58.42
CAPTURE 74.63 30.08 73.86

CAPTURE-subset 73.36 30.44 72.41
CAPTURE-gt 77.79 37.40 77.13

Table 6. Ablation study of single-product retrieval and the impact
of detection performance on retrieval. Note that for single-product
retrieval, the metric Prec@N is equivalent to mAR@N since there
is only one category in an image.

our model during training. Then we evaluate CAPTURE
on the classes of these unseen brands. We further com-
pare our model with a two-stream model LXMERT and a
single-stream model UNITER. As can be seen, CAPTURE
achieves better performance than LXMERT and UNITER
for all three metrics, which well demonstrates its general-
ization capacity. We also visualize the embeddings gener-
ated by CAPTURE and UNITER via t-SNE [40] in Figure
5. It turns out that the features encoded by CAPTURE are
more discriminative, which thus benefits the retrieval task.

5.6. Comparisons on Single-Product Retrieval

It is noteworthy that CAPTURE is applicable to both
single-product and multi-product retrieval. Indeed, it ex-
cels on these two tasks and achieves better performance
than other baselines in single-product retrieval. Specif-
ically, for each single-product sample in the gallery set,
we pick it out as a query and perform single-product re-
trieval among the remaining samples in the gallery set. We
compare the performance of three models, i.e., UNITER-
single, LXMERT-single and CAPTURE-single, in Table 6.
As can be seen, the performance of single-product retrieval
is much higher than that of multi-product retrieval since
the difficulty is largely reduced when there is only one in-
stance/entity in the image/text. Furthermore, we notice the
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(a) UNITER (b) CAPTURE
Figure 4. Visualize the embeddings generated by CAPTURE and
UNITER via t-SNE. Points belonging to the same category are of
the same color. Best viewed in color.

performance of ‘CAPTURE-single’ is still better than that
of two other baselines, which further demonstrates the su-
periority of CAPTURE.

5.7. Impact of Detection Performance on Retrieval

We conduct several experiments to explore how the per-
formance of a detector will influence instance-level re-
trieval. The results are listed in Table 6. As we claim in
Section 4.1, the off-the-shelf pretrained detectors are not
readily applicable to our dataset due to the distribution dif-
ference between natural images and commodity images. To
verify this, we replace the RPN with Faster R-CNN [35]
pre-trained on Visual Genome [23] and utilize it to gen-
erate instance-wise input features of CAPTURE. The re-
sulting model, named ‘CAPTURE-natural’, is inferior to
CAPTURE in all three metrics. For the ‘CAPTURE-1Inst’
model, we feed the whole image and an image-level bound-
ing box, which is of the same size as the image, to CAP-
TURE for inference. This scheme performs unsatisfactorily
due to the failure of instance recognition, which suggests
that the detector may become a performance bottleneck.
Going a step further, to explore the upper bound of CAP-
TURE, we randomly select 1,338 multi-product images and
manually label the bounding boxes of these images. For the
‘CAPTURE-subset’ model, we simply evaluate CAPTURE
on this annotated subset. For the ‘CAPTURE-gt’ model, the
ground truth boxes and their corresponding features serve
as the input to CAPTURE. As can be seen, the performance
gap of these two models suggests that the performance of
a detector can play an essential role in instance-level re-
trieval. Moreover, the mAR gap between them is relatively
large, which indicates that the false negatives in detection
will hurt the performance of instance-level retrieval.

6. Conclusion
In this paper, we present the first effort on extending

canonical intra-/cross-modal retrieval to a more generalized

French Lancome Black Bottle 
Muscle Foundation Essence 
100+20ml Cream Set

Lancome Moisture Edge Skin 
Care Set

Lancome small white tube air-
feeling sunscreen isolation 
lotion 30ml pink water rose 
scrub set

Figure 5. Visualizations of the retrieval results generated by
CAPTURE. Multi-product query images are on the left. Cor-
rect/Incorrect retrieval images are highlighted in green/red boxes.

setting, i.e., weakly-supervised multi-modal instance-level
product retrieval, which has wide application potential in
the E-commerce industry. We contribute Product1M, which
is one of the largest multi-modal retrieval datasets as well as
the first one specifically tailored for instance-level retrieval.
Aside from that, we propose a novel hybrid-stream trans-
former, named CAPTURE, that excels in capturing the po-
tential synergy between data of different modalities. More-
over, we overcome the unmatched issue incurred by the
inappropriate pretext task by enforcing cross-modal con-
trastive learning between multi-modal features. Extensive
experiments demonstrate that our CAPTURE surpasses the
SOTA cross-modal pretraining models in terms of all met-
rics by a large margin. We hope the proposed Product1M,
CAPTURE, and solid baselines will spur further investiga-
tion into a more reliable and flexible retrieval system.
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