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Abstract

The training of a deep face recognition system usually
faces the interference of label noise in the training data.
However, it is difficult to obtain a high-precision cleaning
model to remove these noises. In this paper, we propose
an adaptive label noise cleaning algorithm based on meta-
learning for face recognition datasets, which can learn the
distribution of the data to be cleaned and make automatic
adjustments based on class differences. It first learns re-
liable cleaning knowledge from well-labeled noisy data,
then gradually transfers it to the target data with meta-
supervision to improve performance. A threshold adapter
module is also proposed to address the drift problem in
transfer learning methods. Extensive experiments clean two
noisy in-the-wild face recognition datasets and show the ef-
fectiveness of the proposed method to reach state-of-the-art
performance on the IJB-C face recognition benchmark.

1. Introduction
Deep face recognition depends heavily on the training

data [57, 58, 59]. Due to the deficiencies in data collec-
tion and preprocessing, there is usually label noise in the
dataset. For the face datasets, it refers to the existence
of one to multiple faces of different people in one class.
In recent years, increasing the data scale of face recog-
nition datasets is proved essential for training deep mod-
els [6, 20, 24, 56, 60], but the label noise rate also inevitably
improved [47]. Some studies [4, 9, 47, 48] reveal the heavy
harm of label noise in the training sets to face recognition
accuracy. This leads to a contradiction between data size
and cleanliness, which gives birth to the data cleaning task.
It goals to keep the face images of one person (noted as
“signals”), delete the face images of other people (noted as
“noise”), and keep as many images as possible in one class.

Many data cleaning solutions [1, 6, 47] are proposed to
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Figure 1: Main idea of AMC for face data cleaning. (a)(b)
With meta-learning guidance, the learned signal-noise dis-
tribution is closer to the real distribution. (c) Learn adaptive
threshold of one class on the signal-noise graph manifold.

eliminate label noise. For example, FaceGraph [56] deploys
a global-local Graph Convolutional Network (GCN) [21,
27] as a binary classifier to classify signal and noise on a
k-NN graph. The biggest contradiction in these kinds of
methods is that the target data to be cleaned is generally
unlabeled, so the cleaning model is usually trained on ad-
ditional labeled data. Assuming that the additional labeled
data is the source domain, and the unlabeled target data is
the target domain, due to the domain gap, the trained model
is difficult to adapt to the distribution of the target data.
In Figure 1(a), red triangles and rectangles represent the
real signal-noise distribution of the target domain. When
a cleaning model trained on the source domain is deployed
to clean them, the signal and noise may not be separated
well as the blue triangles and rectangles. To solve this prob-
lem, many transfer learning methods [18, 31, 32, 39, 44] are
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proposed to eliminate the domain gap [49]. In this paper,
we propose the Adaptive Meta Cleaner (AMC) framework,
which is a novel transferring method for face data cleaning
based on meta-learning [23, 45]. AMC treats the source do-
main as the meta-train set and the target domain as the meta-
test set. Since the target domain is unlabeled, a graph-based
unsupervised method is proposed to pseudo-label the target
data inspired by some related work [35, 50, 55]. Noted that
the signal-noise distribution of the pseudo label is also bi-
ased, it is only used for transferring cleaning knowledge in-
stead of directly used for training the cleaning model. In this
way, the model learns reliable knowledge from the source
domain, and gradually transfers it to the target domain.

This meta-learning-based transferring approach will
raise a new problem, i.e., the drift of the decision bound-
ary. The optimization target only measures the upper limit
of the data distribution, which aims to predict the signals as
close to 1 as possible and the noise as close to 0 as possible.
Then it is a common practice to take an empirical boundary
threshold value such as 0.5 [7]. Samples with a predicted
value greater than the threshold are judged positive, and the
ones smaller than the threshold are judged negative. How-
ever, in the transfer learning tasks, the model tries to learn
decision boundary distribution that is fit for both the source
and target set, but it is only expected to perform well on the
target set. In this case, an empirical threshold may experi-
ence drift between different domains and cannot completely
describe the boundary of the target domain. To solve this
problem, an adaptive threshold learning method is proposed
in AMC along with the meta-learning procedure to dynam-
ically adjust boundary thresholds for different classes.

To verify AMC on real data, we clean two in-the-wild
noisy face datasets CASIA-WebFace [54] and Million-
Celebs [56], guided by the MS-Celeb-1M [20] dataset with
a high-quality signal-noise label. The effectiveness is as-
sessed in terms of the comparative recognition performance
of Arcface [10] trained on the cleaned datasets. Results
show that AMC effectively improves the face recognition
performance compared with previous cleaning methods on
face verification tests and the IJB-C benchmark [33]. The
subsequent discussion also specifically analyzes the reasons
for the performance improvement of the proposed method.

The main contributions can be summarized as follows:

• We explore the data cleaning task from a new perspec-
tive of domain gap, and provide one of the possible
solutions for signals and noise distribution transferring
for deep face recognition datasets, which can inspire
more related discussions.

• We design the meta-learning-based AMC framework
to clean label noise in face recognition datasets.

• Multiple datasets are cleaned and compared to test
their performance limitations.

2. Related Work
Label Noise Cleaning. Label noise cleaning [3, 13, 14,
52] algorithms are widely used to address the label noise
problem [17]. In the face recognition community, a lot of
self-supervised cleaning methods are proposed by mining
the inner correlation of data. CASIA-WebFace [54] cleans
every subject guided by its “main photo”. MegaFace2 [25]
clusters images according to their pairwise distances. VG-
GFace [38] and VGGFace2 [7] train SVMs as cleaner.
Celeb500k [6] and MCSM [53] train CNN-based label pre-
dictors to select samples in a bootstrapping manner. Some
other work adopts more supervision to enhance cleaning ac-
curacy. Some introduce human labors [1, 7, 38, 47], while
others try to introduce cleaning knowledge from external
data. FaceGraph [56] deploys a GCN model trained on a
simulation set, and WebFace260M [61] deploys MS1M pre-
trained model as the first teacher to guide self-training. This
paper introduces external data to cooperate with the target
data to develop a high-quality label noise cleaner.

Meta Learning. Meta-learning [23, 28, 45, 46] is an effi-
cient approach for the models to learn the learning ability,
and is widely used for transferring knowledge across do-
mains. MAML [15] and its variances [16, 37, 40] learn
a good weight initialization for fast adaptation on a new
task for the few-shot learning problem. MTL [43] learns
scaling and shifting functions in the meta-learning pro-
cess for transferring. MLNT [29] and MW-Net [42] learn
from noisy labeled data guided by meta-learning. Some
work [5, 8, 30, 62] applies meta-learning on the graph-based
tasks. MFR [19] introduces meta-learning to the face recog-
nition community to improve generalization ability from
different domains. In this paper, the idea of meta-learning
is used to transfer the cleaning knowledge learned on the
source domain to the target domain.

3. Methodology
In this paper, we propose an automatic learning approach

AMC to clean label noise in face recognition datasets. Con-
sider an unlabeled face dataset, for instance, the images of
celebrities returned by searching their names on the web
search engine. These images are naturally divided into dif-
ferent classes by the searching results, but there may be not
only the target celebrity in one class but also some other
identities that are related to that celebrity. This leads to mul-
tiple identities in one class to make the dataset noisy. The
cleaning task aims to select images belonging to one of the
identities for each class to build up a noise-free dataset for
downstream tasks. We assume that different classes of the
original dataset are independent so that we can apply the
proposed method to clean label noise for each class sep-
arately. The biggest difficulty is that there is usually no
ground-truth label supervision for the signals and noise, and
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the manual labeling is time-consuming and inaccurate.
Let T represent the unlabeled target face dataset to be

cleaned, in where there are n face samples in one class
{(xt

i) | i ∈ {1, 2, · · · , n}}. The cleaning task predicts la-
bels {(yt

i) | i ∈ {1, 2, · · · , n}} for all n instances, where
yt
i ∈ {0, 1}, 1 representing signals and 0 representing noise.

Besides, a fully-labeled dataset S is introduced to help the
cleaning of T. In one class of S there are m face samples
{(xs

i ,y
s
i ) | i ∈ {1, 2, · · · ,m}}, where ys

i ∈ {0, 1}. As
shown in Figure 2, AMC is proposed to address the label
noise problem with three main modules: pseudo label gen-
eration (Section 3.1), meta-optimization (Section 3.2) and
adaptive threshold adjustment (Section 3.3).

3.1. Unsupervised Pseudo Label Generation

This step is designed to generate feature embeddings
for all data and then pseudo-label the target data. First, a
CNN-based face recognition model E with parameters ν is
trained with all ys = 1 labeled data in S to get the optimal
ν∗. Then E is deployed as a feature extractor to extract d-
dimensional feature embeddings for all images in S and T,
which are taken as the input of all subsequent steps. So the
images can be represented as d-dimensional l2-normalized
features, and one class in T is represented as a matrix

Xt ≜
[
E
(
xt
1; ν

∗) ,E (
xt
2; ν

∗) , · · · ,E (
xt
n; ν

∗)]T ∈ Rn×d

(1)
and so is one class Xs ∈ Rm×d in S.

Based on the feature embeddings, an unsupervised mod-
ule G is designed to pseudo-label the target data. G builds
a graph G = (VG , EG) for each class as input, where vertices

VG = {1, 2, · · · , n} (2)

represent n image samples of the class, and edges

EG = {(i, j) | ∀i, j ∈ VG , Sij > λ} (3)

where λ is a threshold hyper-parameter, and S = XtXtT

is the n × n pairwise cosine similarity of feature matrix
Xt. Then module G divides G into multiple connected sub-
graphs {G(1),G(2), · · · ,G(K)} that satisfy


VG(p) ∩ VG(q) = ∅, ∀p, q ∈ {1, 2, · · · ,K} and p ̸= q

K⋃
p=1

VG(p) = VG

(4)
All samples in the subgraph that contains the most ver-

tices are pseudo-labeled as signals, while other samples are
pseudo-labeled as noise. So the pseudo label of one class is
represented as

Ŷ t =
[
ŷt
1, ŷ

t
2, · · · , ŷ

t
n

]T ∈ Rn×1 (5)
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Figure 2: Overview of AMC. (a) Pre-train a face recogni-
tion model E with source data S as feature extractor, and
pseudo-label the target data T with unsupervised label gen-
erator G. (b) Meta-learning: using source data as meta-
train set and pseudo-labeled target data as meta-test set to
train the GCN cleaner C. (c) A threshold adapter T helps
clean target data to solve the problem of boundary drift.

ŷt
i =

{
1, if i ∈ VG(p∗) , p∗ = argmax

p
∥VG(p)∥

0, otherwise
(6)

where ∥VG(p)∥ means the number of vertices in graph G(p).

3.2. Meta-Optimization

To solve the problem that a model trained with full su-
pervision has a poor effect on unlabeled target data, and to
make full use of the knowledge of the source data to clean
the target data, we propose to train the cleaning model by
meta-learning to bridge the difference in the data distribu-
tion of the source and target. The cleaner, denoted as C,
is a GCN-based multiple-layer binary vertex classification
network, which takes the feature matrix X of a class and
a k-NN graph GX built by X as input. Following a recent
GCN-based cleaning method [56], we use the same forward
propagation function to implement cleaner C. Please re-
fer to the supplementary materials for the detailed network
structure. Symbolic, the cleaner can be expressed as

P = σ (C (X,GX ; θ)) (7)

where θ is the parameters of C, and σ is the sigmoid
activation function that outputs prediction scores P =
[p1,p2, · · · ,pn]

T ∈ Rn×1 for all n samples of the class,
where each element pi ∈ (0, 1).
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Meta-Train. In meta-train phase, the labeled dataset S is
used to train C with full supervision. For a class of m sam-
ples, the meta-train loss function is formulated as the mean
of the binary cross-entropy loss of all samples:

Ltrain = − 1

m

m∑
i=1

[ys
i · log ps

i + (1− ys
i ) · log (1− ps

i )]

(8)
where ps

i is the network output score of the i-th sample
between 0 and 1, and ys

i ∈ {0, 1} is the label of the i-
th sample. In back-propagation, Stochastic Gradient De-
scent (SGD) is used to update the network parameters θ.
For a graph mini-batch of batch size B, the updating prin-
ciple is formulated as:

θ′ = θ − α
1

B

B∑
b=1

∇θLtrain
b (θ) (9)

where α is the meta-learning rate.

Meta-Test. In the meta-test phase, the performance of
cleaner C with updated parameters θ′ is tested on the
pseudo-labeled data T with meta-test loss function in the
same form as the meta-train loss. For a class with n sam-
ples, the meta-test binary cross-entropy loss is

Ltest = − 1

n

n∑
i=1

[
ŷt
i · log pt

i +
(
1− ŷt

i

)
· log

(
1− pt

i

)]
(10)

where pt
i is the network output score of the i-th samples

between 0 and 1, and ŷt
i ∈ {0, 1} is the pseudo label of the

i-th sample. Especially, in order to avoid model overfitting
to the biased pseudo label, the pseudo label of each sample
is randomly dropped out with the probability of p.

Meta-Update. Combining the meta-train and meta-test
loss, the final meta-learning loss function is designed as

Lmeta = γLtrain (θ) + (1− γ)Ltest (θ′) (11)

where γ balances meta-train and meta-test. Therefore, in
one step, parameter θ is updated by

θ ← θ − γ·α
B

B∑
b=1

∂Ltrain
b (θ)
∂θ − (1−γ)·α

B

B∑
b=1

∂Ltest
b (θ′)
∂θ′

+ (1−γ)·α2

B2

B∑
b=1

∂2Ltrain
b (θ)
∂θ2

B∑
b=1

∂Ltest
b (θ′)
∂θ′

(12)
The meta-learning method is equivalent to gradient de-

scent on the meta-train and meta-test sets, and applying
high-order regularities to correct the two domains. In this
way, the model tries to optimize the source and target data
simultaneously to perform well on the two domains. Please
refer to the supplementary materials for detailed derivation.

Input graph layer 𝑙 layer 𝑙+1 Prediction

h1 0
h2 0
h3 1

……

Score

0.7
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Figure 3: The forward propagation framework with adap-
tive threshold. C takes a graph built from a class as input
and predicts scores for all samples. T takes the unprobabi-
lized output of C as input and outputs the threshold t.

3.3. Adaptive Threshold

There is still the boundary drift problem in the cleaner
as illustrated in Section 1. In fact, as a discriminating
model, the cleaner learns posterior probability p (Y t|Xt, t)
for class Xt, and the prediction label Y t is determined as

Y t =
[
yt
1,y

t
2, · · · ,yt

n

]T ∈ Rn×1 (13)

yt
i =

{
1, if pt

i > t
0, otherwise (14)

where t ∈ (0, 1) is the decision boundary distribution. In-
stead of fixing t to 0.5 as in many binary classification tasks,
we propose an adaptive threshold learning method to ex-
plicitly learn the decision boundary for different classes.
As shown in Figure 3, a threshold adapter network T with
parameters ϕ is designed along with the cleaner C. In
forward propagation, T takes the unprobabilized output
C (Xt,GXt ; θ) ∈ Rn×1 of the cleaner for a graph in the
target domain as input, and outputs the threshold t which is
normalized by the sigmoid function:

t = T
(
C
(
Xt,GXt ; θ

)
;ϕ

)
(15)

To efficiently update parameters ϕ, a threshold-aware
loss function is designed. For a graph with n vertices, the
adaptive threshold loss is formulated as

Lth =− 1

n

n∑
i=1

[
ŷt
i · log

(
1−

[
1− pt

i − [1− t−mfn]+
]
+

)
+

(
1− ŷt

i

)
· log

(
1−

[
pt
i − [t−mfp]+

]
+

)]
(16)

where [·]+ means max (·, 0), mfn and mfp are the margins
for positive and negative samples. Compared with the Mean
Square Error (MSE) loss, this form of cross-entropy pro-
vides more effective gradients. In back-propagation, gradi-
ents propagate through t to ϕ. The implementation of T
is to first average the input, and then pass through a fully
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Algorithm 1 Adaptive Meta Cleaner.

Require: labeled data S = {(Xs, Y s)}, unlabeled data
T = {(Xt)}, feature extractor Eν , GCN cleaner Cθ,
threshold adaptor Tϕ, unsupervised pseudo label gen-
erator G, number of iterations I , batch size B , hyper-
parameters λ, p, γ, mfp, mfn

Ensure: optimal parameters ν, θ, ϕ, predicted label Y t.
• Initialize ν, θ and ϕ.
• Find optimized parameters ν∗ on data S.
• Generate pseudo label Ŷ t for T with G by Eq.5 and
Eq.6.
for i = 1, · · · , I do

if i mod 2 then
• Randomly select B samples from set S to get the
input meta-train mini-batch Bs.
• Randomly select B samples from set T to get the
input meta-test mini-batch Bt.
•Meta-train: calculate θ′ by Eq.9.
•Meta-update: update θ by Eq.12.

else
• Randomly select B samples from set T to get the
input mini-batch Bt.
• Update ϕ by the adaptive threshold loss Lth.

end if
end for
• Predict label Yt by Eq.13 and Eq.14.

connected layer activated by the sigmoid function to get the
predicted threshold between 0 and 1.

3.4. Summary

The whole training procedure for AMC is summarized
in Algorithm 1. A face feature extractor E is trained on S,
and T is pseudo-labeled by G. Then the meta-optimization
step and adaptive threshold learning step are carried out in
turn until convergence. Finally, the optimized cleaner C
and threshold adapter T are used to predict labels for T.

4. Experiments

4.1. Experimental Setup

Evaluation Metrics Data cleaning performance is eval-
uated by training deep face recognition models with the
cleaned datasets. The verification set CFP-CP [41] is used
to test cross-pose recognition accuracy, and AgeDB [34] is
used to test cross-age recognition accuracy. IJB-B [51] and
IJB-C [33] benchmarks are used to evaluate template-wise
face recognition performance by measuring True Positive
Rate (TPR) at given False Positive Rate (FPR) and Rank-1
retrieval accuracy. MegaFace Challenge 1 [25] tests large-
scale face recognition performance under 1M distractors.

Datasets # photos # subjects Noise-Free
MS-Retina [11] 5.2M 93K ✓
MS-Celeb-1M [20] 7.5M 100K ×
CASIA-WebFace [54] 0.5M 10K ×
MillionCelebs [56] 87.0M 1M ×

Table 1: Face recognition datasets used in the experiments.

Implementation Details Table 1 shows face training sets
used in the experiments. We randomly select 1,000 classes
from each dataset to train the cleaner. To guarantee the rep-
resentation reliability, feature extractor E is implemented as
a ResNet-100 [22] Arcface [10] model that outputs d = 512
dimensional feature embeddings. 3-NN graphs are built
with self-loop on all nodes as the input graph. The cleaner
C is designed as a 5-layer GCN with 256-dimensional hid-
den features. Adam [26] is used as the meta-optimizer with
the learning rate 0.001, weight decay 0.0005 and graph-
batch size B = 50. Hyper-parameters λ = 0.6, p = 0.9,
γ = 0.6, and the margins mfn and mfp are set 0.3 and 0.0,
respectively. Since the difference in the number of classes
can significantly affect recognition accuracy, for a fair com-
parison, we treat the pseudo label as output label if no signal
is output by the cleaner. For face recognition training, SGD
is used as the optimizer with the initial learning rate 0.1,
weight decay 0.0005 and batch size 512. The learning rate
is divided three times by 0.1 when the loss value does not
decrease. Input images are aligned, resized to 112 × 112,
and normalized by subtracting 127.5 and divided by 128.

4.2. Experiments on CASIA-WebFace

In this section, we clean the widely-used CASIA-
WebFace [54] dataset and compare face recognition accu-
racy of ResNet-34 [22] ArcFace [10] model trained on dif-
ferent cleaned data. The noise rate of CASIA-WebFace is
estimated 9.3-13.0% [47]. Lines 1 to 5 in Table 2 show the
baseline performance of different cleaning methods. Com-
parative methods include the original dataset, a manually
cleaned version [2], VGG [7] cleaning method that 1-vs-n
SVMs are trained as classifiers, MF2 [35] cleaning method
that selects signals in a graph according to the average pair-
wise distance, and FaceGraph [56] that cleans one class
in a graph with a global-local GCN. An ablation study is
made with four setups: trained on source data (Source), pre-
trained on source data and fine-tuned on target data (Fine-
Tune), meta-learning method with threshold 0.5 (Meta), and
meta-learning method with the threshold adapter T (AMC).

We take the noisy WebFace dataset as the target do-
main and select a labeled set as the source domain. Two
kinds of source data are compared, one is simulated and
the other is real. First, a simulation set is built based on
the MS-Retina [11] dataset, which is a cleaned version of
MS-Celeb-1M [20]: Assuming that it is a noise-free set, we
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Domain Methods #
IJB-B (%) IJB-C (%)

CFP-FP (%) AgeDB (%)
1e-5 1e-4 1e-3 Rank1 1e-5 1e-4 1e-3 Rank1

WebFace [54]

- 1 58.88 75.96 86.41 86.68 68.04 80.71 89.34 88.21 94.73 93.83
Manual [2] 2 59.90 75.36 86.01 86.79 69.00 80.79 89.08 88.17 94.11 93.63
MF2 [35] 3 64.09 77.21 87.05 87.57 70.91 81.40 90.03 89.38 94.33 94.00
VGG [7] 4 57.54 76.08 86.49 86.82 67.32 80.50 89.54 88.29 94.66 94.03
FaceGraph [56] 5 61.93 77.58 87.95 88.40 72.74 82.71 90.74 90.19 95.20 94.23

Simulation
↓

WebFace

Source 6 63.27 77.14 86.81 87.55 71.63 81.70 90.12 88.99 94.59 93.90
Fine-Tune 7 64.64 77.59 87.17 87.83 72.49 82.15 90.15 89.51 94.72 94.07
Meta 8 64.28 77.99 87.49 88.27 71.93 82.77 90.36 89.95 94.88 94.09
AMC 9 65.98 78.74 87.76 88.55 73.59 82.94 90.40 90.06 95.03 93.85

MS1M
↓

WebFace

Source 10 62.84 77.59 87.53 88.22 71.63 81.95 90.10 89.47 94.77 94.08
Fine-Tune 11 64.27 77.66 87.26 88.27 72.69 82.40 90.30 89.59 94.71 94.27
Meta 12 64.82 78.30 87.73 88.25 72.42 82.76 90.56 89.76 94.73 94.40
AMC 13 65.88 79.04 88.07 89.05 73.78 83.02 90.87 90.52 94.77 94.42

Table 2: Train ResNet-34 [22] deep face recognition models by Arcface [10] with cleaned CASIA-WebFace [54] dataset.

select half of its classes as the base set, then gradually re-
place its images with randomly selected images from the
other half as noise until noise rate reaches the same level of
the real set MS-Celeb-1M. Lines 6 to 9 in Table 2 show
that using simulation set to clean WebFace [54] reaches
significantly higher face recognition accuracy than base-
line results. For instance, on the IJB-C benchmark [33],
the dataset cleaned by AMC outperforms the origin Web-
Face [54] by 5.55% and the previous state-of-the-art Face-
Graph [56] by 0.85% to reach 73.59% TPR at 1e-5 FPR.
From the ablation experiment, the cleaner trained on source
data or fine-tuned on target data has achieved remarkable
cleaning performance. The proposed meta-learning (#8)
and adaptive threshold (#9) algorithms further enhance the
recognition accuracy step by step, which proves that meta-
learning-based transferring methods can effectively deal
with the noisy label issue, and the proposed adapter is an
effective solution to the boundary drift problem.

Noting the possible underrepresentation problem in the
simulation set, we also propose to deploy a real in-the-wild
set as the source domain for training. MS-Celeb-1M [20]
is used because it contains abundant information about a
variety of noise conditions, and there are a lot of cleaned
versions on the web [1, 10, 11, 12]. The MS-Retina cleaned
version is selected to label the signal and noise: for any im-
age in MS-Celeb-1M, if it is also contained in MS-Retina,
it is label as a signal, otherwise, it is labeled as noise. Lines
10 to 13 in Table 2 show the cleaning performance. It is
observed that the real set significantly surpasses the simu-
lation set on training the cleaner with AMC, especially on
the IJB-C benchmark. It reaches 73.78% TPR at 1e-5 FPR
to outperform the simulation set by 0.19%. This illustrates
that the signal-noise distribution of the real set can provide
more cleaning knowledge and the proposed AMC method
successfully transferring it to the target data.
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(d) Simulation→WebFace
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(e) MS1M
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(f) MS1M→WebFace

Figure 4: Histogram of pairwise intra-class similarity.

4.3. Experiments on MillionCelebs

The previous experiment shows that well-labeled data
has good potential to transfer cleaning knowledge to an un-
labeled one by the proposed AMC method. In this section,
we continue to use MS-Celeb-1M [20] as the source data
to clean a more challenging dataset, MillionCelebs [56],
which is larger and dirtier. Due to the large scale of it, we
randomly select 100,000 classes and remove obvious noise
to build a subset named MC-mini for quick comparison.
Noted that MillionCelebs [56] concludes the identities in
MS1M [20], for a fair comparison, the identities selected to
build MC-mini are excluded from MS1M. This dataset to be
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Domain Methods #
IJB-B (%) IJB-C (%)

CFP-FP (%) AgeDB (%)
1e-5 1e-4 1e-3 Rank1 1e-5 1e-4 1e-3 Rank1

MC-mini [56]

- 1 84.06 92.03 95.51 94.24 90.57 94.31 96.85 95.75 96.27 96.77
MF2 [35] 2 87.23 92.93 95.95 94.37 92.27 94.96 97.08 95.98 96.20 97.08
VGG [7] 3 86.34 92.66 95.88 94.47 91.86 94.93 97.06 96.02 96.64 96.90
FaceGraph [56] 4 87.04 92.78 95.82 94.43 91.92 95.04 97.05 96.00 96.34 96.97

MS1M
↓

MC-mini

Source 5 87.43 92.87 95.84 94.47 92.33 95.10 97.04 96.06 96.23 97.08
Fine-Tune 6 87.20 92.71 95.91 94.42 91.95 94.94 97.04 95.96 96.40 97.20
Meta 7 87.43 93.04 95.83 94.40 92.14 94.98 96.95 95.87 96.39 96.75
AMC 8 87.47 93.13 95.96 94.63 92.36 95.27 97.13 96.16 96.53 97.25

Table 3: Train ResNet-50 [22] deep face recognition models by Arcface [10] with cleaned MC-mini [54] dataset.

Method Id.(%) Ver.(%)
CASIA-WebFace [54] 89.84 91.59
VGGFace2 [7] 88.69 92.72
MS1M-IBUG [12] 95.56 96.33
MC-mini [35] 95.95 97.19
WebFace - FaceGraph [56] 90.04 92.50
MC-mini -FaceGraph [56] 96.16 97.76
WebFace - AMC 90.34 92.83
MC-mini - AMC 96.22 98.15

Table 4: Verification TPR (@FPR=1e-6) and identification
Rank-1 on the MegaFace Challenge 1 [25]. “MC-mini - X”
means MC-mini dataset cleaned by method “X”.

cleaned has many more classes than CASIA-WebFace [54]
and is noisier as well, which can test the robustness of the
proposed method in large-scale cleaning.

Table 3 compares face recognition performances of
ResNet-50 [22] ArcFace [10] model trained on the original
and cleaned datasets. Like cleaning WebFace, the proposed
method achieves a significant recognition performance im-
provement on the larger-scale MC-mini. Using MS1M [20]
as source data, AMC fully surpasses the previous state-
of-the-art FaceGraph and all other comparative methods
to reach 92.36% and 95.27% TPR at 1e-5 and 1e-4 FPR
and 96.16% Rank-1 performance on the IJB-C benchmark.
Table 4 shows TPR at 1e-6 FPR verification and Rank-1
identification performance of ResNet-50 [22] ArcFace [10]
model on the MegaFace Challenge 1 [25] adopting Face-
Scrub [36] as probe set and using the wash list provided
by DeepInsight [10]. The CASIA-WebFace and MC-mini
datasets cleaned by AMC reach the highest accuracy, out-
performing other methods by a large margin. When clean-
ing the MC-mini dataset, AMC is 0.39% higher than the
previous state-of-the-art FaceGraph [56] to reach 98.15%
verification accuracy. It also performs better than many
public datasets like VGGFace2 [7] and MS1M-IBUG [12],
which fully proves the effectiveness of the proposed AMC
method on large-scale recognition.

Sian Richards Halle Berry Others

Figure 5: There are two main groups in class “1075644” of
CASIA-WebFace dataset. Cleaner trained on real set man-
ages to select one, but the one trained on simulation set fails.

4.4. Discussion

Comparing with the GCN-based state-of-the-art clean-
ing method FaceGraph [56], there are three main develop-
ments in AMC: 1) A real noisy set is deployed as source
data instead of a simulation one. 2) Meta-learning is used
to transfer cleaning knowledge. 3) A threshold adapter is
proposed to deal with the boundary drift problem. These
three aspects are analyzed and discussed in detail below.

Source Data. Figure 4 compares the intra-class pair-
wise cosine similarity histogram of CASIA-WebFace [54].
There are two main peaks before cleaning (4a), which are
at similarity 0.0 and 0.6. The former is obviously caused
by the label noise. The pseudo label (4b) can accurately
refuse noise, however, many signals are also deleted. Com-
paring the simulation set and real set cleaned versions, it is
observed that the simulation cleaned dataset still has a small
noise peak at around similarity 0.0, but the real set cleaned
version almost eliminates all noise conditions to reserve one
main signal peak while keeping the recall. We track some
classes and find that the “multi-modal” phenomenon is the
main reason that causes the fail of cleaning: in one noisy
class, there may be multiple main face groups. As shown
in Figure 5, the images belong to one class “1075644” in
CASIA-WebFace [54]. The cleaner trained on the simula-
tion set selects images with both green and blue rectangles
as signals, but they actually belong to two identities. The
reason for this error is that noise data in the simulation set

15071



0.2 0.0 0.2 0.4 0.6 0.8 1.0
Cosine Similarity

0

5

10

15

20

25

Fr
eq

ue
nc

y 
(k

)

(a) γ = 0
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(b) γ = 0.6
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(c) γ = 1

Figure 6: Intra-class similarity histogram with parameter γ.

are randomly added so that no multi-modal knowledge is
contained for training, and the cleaner tends to accept all
the main modes. Inversely, the cleaning model trained on
the real noisy data manages to pick the green rectangles as
signals. This shows that a real noise set contains more noise
information that cannot be learned from a simulated one.

Balance Term γ. γ is used for balancing meta-train and
meta-test loss in the training procedure. Figure 6 shows the
change of intra-class similarity histogram of cleaned MC-
mini with γ. In Figure 6a, γ = 0 means the meta-update
of the cleaner only relies on the gradients from the pseudo-
labeled target set, which leads to two peaks in the histogram
near 0.1 and 0.7. This shows that the pseudo label cannot
correctly guide the training of the cleaner. The model is
overfitted to the biased pseudo distribution, so the precision
of cleaning decreases. In Figure 6c, γ = 1 is equivalent
to pre-training the cleaner with the meta-train set, and no
meta-information is used. It is observed that the precision
of cleaning is greatly improved, which once again proves
the authenticity and reliability of real source data. However,
the peak value of the histogram drops significantly, which
means a lot of signal samples are also deleted, leading to
a lower cleaning recall. After comparison experiments, we
set γ to 0.6 to clean MC-mini as shown in Figure 6b. On the
one hand, the cleaning result maintains the same accuracy
as directly training with the source data. On the other hand,
it recalls more signals under the guidance of the pseudo-
labeled target data. Therefore, with the γ-reconciled meta-
learning method, the cleaner completes the transferring task
while maintaining excellent cleaning performance by high
precision and recall.

Threshold Adapter. In the proposed method, a thresh-
old adapter T is deployed in AMC to judge the threshold
boundary for the given class. To explore how the adapter
is better than the hand-designed threshold, Figure 7 visual-
izes the mapping between the mean of its input values and
its output threshold value with curves. The scattered points
around the curves record the mapping between the mean
value of randomly selected classes from the target domain
and the ideal threshold that makes the class reach the min-
imum misclassification rate. Red and green represent ex-
periment #9 and #13 in Table 2, and blue represents exper-
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Figure 7: Map of the mean value of the input of adapter and
its corresponding output threshold.

Methods Correlation Variance (×1e−2)
with T without T

Simulation→WebFace 0.42 3.635 4.458
MS1M→WebFace 0.60 2.315 4.028
MS1M→MC-mini 0.77 2.609 6.204

Table 5: The Pearson correlation coefficient between the
mean input and ideal threshold, and the variance of the dif-
ferences between the ideal and output threshold.

iment #8 in Table 3. It is observed from the scatter points
that the mean input values and the ideal threshold values
are positively correlated, and the adaptor manages to fit this
correlation in the form of Sigmoid as the three curves. For
instance, the mean input of MC-mini is mostly lower than
that of WebFace due to its big noise, and its distribution is
more concentrated, so the adapter learns a smaller effective
input interval in both value and range. Table 5 compares
the Pearson correlation coefficient between the mean input
and ideal threshold, and the variance of the differences be-
tween the ideal and output predicted threshold. Training
with the real set significantly improves the correlation coef-
ficient. The stronger the correlation, the more obvious the
effect of the adapter to reduce the variance, which means the
model better fits the distribution of the signal-noise bound-
ary of the target domain to deal with the drift problem.

5. Conclusion
In this paper, we propose a novel meta-learning-based

label noise cleaning method AMC, which can effectively
learn useful cleaning knowledge from source data, and
transfer it to the target data. In the experiments, AMC is
deployed to clean two noisy face recognition datasets to
show that training face recognition models with the dataset
cleaned by AMC can reach better recognition performance
on many benchmarks than existing cleaning methods.
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