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Abstract

Semantic segmentation models trained on public datasets have achieved great success in recent years. However, these models didn’t consider the personalization issue of segmentation though it is important in practice. In this paper, we address the problem of personalized image segmentation. The objective is to generate more accurate segmentation results on unlabeled personalized images by investigating the data’s personalized traits. To open up future research in this area, we collect a large dataset containing various users’ personalized images called PSS (Personalized Semantic Segmentation). We also survey some recent researches related to this problem and report their performance on our dataset. Furthermore, by observing the correlation among a user’s personalized images, we propose a baseline method that incorporates the inter-image context when segmenting certain images. Extensive experiments show that our method outperforms the existing methods on the proposed dataset. The code and the PSS dataset are available at \url{https://mmcheng.net/pss/}.

1. Introduction

Semantic segmentation is a well-studied task in the computer vision society. The goal of this task is to assign a semantic label to each pixel of a given image. As with other computer vision tasks, deep learning has greatly empowered semantic segmentation \cite{4,5,30,33,37,57,58} with its great representation learning ability. These state-of-the-art methods mainly focus on the publicly available datasets like Pascal VOC \cite{10}, ADE20K \cite{61}, CityScapes \cite{7}, in which images are assumed to be independent and identically distributed. However, this assumption does not stand in real-world scenarios. For example, in mobile photography, a user may take pictures to record his/her own life and form a personalized image set. On the one hand, the personalized data does not have an identical distribution with public datasets, leading to a generalization issue when adopting well-trained segmentation models trained on public datasets. On the other hand, as shown in Fig. 1, images from the same user are correlated. It yields potential studies on utilizing this interrelated property to facilitate segmentation.

This paper addresses personalized image segmentation, a problem that has not been discussed in previous works. The difficulties mainly lie in the following two aspects: (i) Firstly, there exists a large distribution gap between the public datasets and a user’s personal data. A simple method is to use extra annotations of the user’s data to train the model, which is very costly. So it is urged to learn directly from unlabeled personalized data. However, there is no available personalized dataset to learn. (ii) Additionally, the personalized images from the same user usually have some personal traits. How to properly utilize these personalized traits in semantic segmentation remains an unaddressed problem. Despite the above difficulties, there are great demands for the personalized image segmentation in practice. For example, camera apps may need to generate high-quality segmentation masks for user’s images to assist photography. To tackle these challenges and open up further studies on personalized image segmentation, we propose a personalized
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The objective of personalized image segmentation is to predict segmentation masks for unlabeled personalized images with existing datasets and models. A similar task...
that has been well studied recently is unsupervised domain adaptation for semantic segmentation. We will call it UDASS in the rest of the paper. Given a labeled source dataset and unlabeled target dataset, UDASS aims at tackling the distribution mismatch between the source dataset and the target dataset and make the model generalize well from source to target. One line of work [6, 15, 24, 38, 45–47, 51] for UDASS use adversarial-based methods to align the distribution shift of source and target domains. Another line of work [19, 21, 27, 29, 48, 54, 55, 63] focus on learning strategy: use curriculum learning or self-training strategies to babysit the network towards learning good semantics for the target domain. The main difference between our problem and UDASS is that we do not consider images of the target domain independently. Instead, we consider images from the same person as correlated parts. Similar images may provide useful information for others. Besides, current UDASS methods mainly focus on urban scene datasets like Cityscapes [7], GTA5 [42], and SYNTHIA [43], where they do domain adaptation between synthetic images and real images. In the proposed dataset, we focus on personalized images of common objects. Our dataset provides a more diverse and realistic personalized scenario that can also evaluate the effectiveness of domain adaptation approaches.

2.4. Datasets for Semantic Segmentation

As with other computer vision tasks, datasets play a key role in the research of image segmentation. Recent datasets have greatly empowered deep learning-based segmentation frameworks [4, 13, 57]. PASCAL VOC [10] and COCO [31] are datasets focusing on images of common objects. ADE20K [61] also focuses on common objects but with more fine-grained class labels like object parts. CityScapes [7], GTA5 [42], SYNTHIA [43], and Synscapes [49] are datasets of urban scenes. Though many datasets have been proposed recently, none of these datasets consider the personalization issue in segmentation. In this paper, we collect the PSS dataset from various users. Our dataset concentrates on images of common objects with different users’ personalized traits. It can be a good start for researches in personalized image segmentation. It can also provide a good benchmark for other segmentation tasks like domain adaptation.

3. Proposed Dataset

3.1. Dataset Collection

To mimic real-world personalized data distribution, we directly collect our dataset from different volunteers. Each volunteer is asked to export images in his/her mobile phone or camera to form his/her personal data. For privacy, the volunteers are asked to look through the images and filter out images that he/she is not willing to make public. Our dataset focuses on the 20 classes as in PASCAL VOC [10]. Eventually, we get a large-scale dataset with 10080 images composed of 15 users’ personalized data. Each personalized data can have different data distribution than other users and may have some of its high-/low-level statistics useful for semantic segmentation.

3.2. Data Annotation

We asked several well-trained experts to annotated the collected personalized data. Both image-level and pixel-level annotations are provided in our dataset.

Image-Level Annotation. Consistency with [10], all images in our dataset are labeled with the class label of objects that appeared. On the one hand, the image-level labels can be used for data analysis. On the other hand, the image-level labels may benefit the personalized semantic segmentation due to their success in many weakly supervised segmentation approaches [1, 17, 20, 32, 39]. We show the object class distribution for each user and the mutual dependencies of different classes in Fig. 2(a) and Fig. 2(b).

Pixel-Level Annotation. The challenge of personalized
image segmentation is to generate segmentation masks on unlabeled personalized images. For model evaluation on our dataset, we provide pixel-wise annotation for around 30% of each user's data. For each pixel-wise annotated image, object regions belong to the 20 classes. As in PASCAL VOC [10], they are labeled with certain values, resulting in a pixel-wise mask indicating the class of every pixel in the image. We show the average size and the number of instances for different classes in Fig. 2(c) and Fig. 2(d).

3.3. Dataset Characteristics

**Personalized Data.** The most important characteristic of our dataset is personalization. This naturally leads to intra-user coherency, i.e., certain user’s data has its trait that might be coherent among different images, which can be utilized to facilitate learning. On the other hand, different user’s images differ in both low-level (e.g., light condition, picture quality) and high-level (e.g., image contents, background) properties. The diversity of data distribution between different users requires segmentation models to adjust to certain user’s data. More details of the intra-user coherency and the inter-user distribution gap can be found in the supplementary material.

**Realistic Data.** Our personalized dataset is very close to realistic scenarios. The realism lies in two folds. Firstly, our dataset is directly collected from different users. These images faithfully reflect what they care about and take pictures in daily life, which means our dataset’s results can reflect the effectiveness of different practice methods. As the examples shown in the supplementary material: some users have more images of foods or pets about their daily life, while others have more images of beautiful scenery. This indicates the importance of personalized segmentation. Secondly, the object classes in our dataset are long-tailed distributed, as illustrated in Fig. 2(d). Some objects are more likely to be filmed while others are not, e.g., there might be "person" in most of the images, while only a few instances of "boat." How to settle the unbalanced class distribution problem can be an interesting direction to explore.

4. Proposed Approach

In this section, we introduce our proposed baseline method for personalized image segmentation.

**Overview.** Consider source data with images \( \{I_s \subset \mathbb{R}^{3 \times H \times W} \} \) and its C-class segmentation labels \( \{L_s \subset \mathbb{R}^{C \times H \times W} \} \), the unlabeled personalized data \( \{I_p \subset \mathbb{R}^{3 \times H \times W} \} \). Our approach’s key idea is to utilize the correlation between personalized images \( \{I_p\} \) by using context from other images of the same user. We show the architecture of our approach in Fig. 3. Our personalized image segmentation framework has two major steps: a domain adaptation step and a pseudo label refinement step. In the first step, we adapt from source data to personalized data with an adversarial based domain adaptation framework. During training, we incorporate our proposed group region context module to utilize the inter-image context in personalized data. In the second step, we select easy images in the personalized data as pseudo labels with entropy maps. The pseudo labels are used as ground-truth of the easy images to guide the segmentation network.

4.1. Adversarial Based Domain Adaptation

We start by introducing the adversarial based domain adaptation technique we used in step one. Denoting a segmentation network as \( S \), it takes image \( I_s \) as input and outputs a soft prediction map \( P_s = S(I_s) \in \mathbb{R}^{C \times H \times W} \), where each value \( P_s^{c,h,w} \) indicates the probability that pixel \( I_s^{h,w} \) belongs to class \( c \). Given \( I_s \)’s ground-truth \( Y_s \), a cross-entropy loss:

\[
    L_{seg} = - \sum_{h,w} \sum_c Y_s^{c,h,w} \log(P_s^{c,h,w})
\]

is optimized to train the segmentation network. Besides the segmentation loss, an adversarial training paradigm is adopted to align the distribution discrepancy between source data \( \{I_s\} \) and personalized data \( \{I_p\} \). Given the source and personalized image’s segmentation prediction \( P_s \) and \( P_p \), we compute their entropy map by

\[
    E^{h,w} = \sum_c -P_s^{c,h,w} \log(P_s^{c,h,w}).
\]

A discriminator \( D \) is trained to predict the domain labels of \( E_s \) and \( E_p \). By training the segmentation network \( S \) to fool \( D \), we can close the distribution gap between the predictions of source and personalized data. The adversarial loss is formulated as:

\[
    L_{adv}(I_s, I_p) = - \sum_{h,w} [\log(1 - D(E^h_w)) + \log(D(E^h_w))].
\]

This adversarial paradigm can align the distribution mismatch between source data and our personalized data. However, it takes each image in personalized data individually, thus fails to consider the correlation within \( \{I_p\} \). For this purpose, we propose a group region context module to utilize the inter-image context of the personalized data.

4.2. Group Context Module

We design a simple group context module to utilize the correlated property of the proposed personalized dataset. We first cluster each user’s personalized data into multiple groups. Each group contains images with similar semantics. Within each group, we extract soft region-wise context representations for all the images.
Figure 3. The pipeline of our approach for personalized image segmentation. Our model consists of two steps. The first step is the domain adaptation step, as in (a). In the second step, we further add a pseudo label loss $L_{pse}$ as in (b). In (a), we first cluster the personalized data into $K$ groups. Then in each group, we enhance the image representation $X$ with regional group context to obtain $\hat{X}$. For simplicity, we only show three images for each group, and we only show the group region context aggregation process for the image tagged green.

In this section, we describe our approach in detail. We first introduce the soft region-wise context representations are inferred to help training.

For a user’s personalized data $\{I_p\}$, we feed them into ResNet-50 [14] pretrained on ImageNet [8] and get the representation $\{F_p \in \mathbb{R}^{2048}\}$ before the last fully connected layer. Then we adopt the K-means clustering algorithm on $\{F_p\}$, obtaining $K$ groups of images as $\{I_{p1}^1, I_{p2}^2, \ldots, I_{pK}^K\}$. Consider the segmentation network as the composition of encoder $S_{encoder}$ and decoder $S_{decoder}$. The encoder takes image $I_p$ from group $k$ as input and outputs intermediate representation $X = S_{encoder}(I_p) \in \mathbb{R}^{CH \times WH}$, $C$, $H$, and $W$ indicate the channel and spatial size of $X$, respectively. Our group context module $F_{group}$ learns an enhanced representation $\hat{X} = F_{group}(X) \in \mathbb{R}^{CH \times WH}$ by utilizing the group context. There are two steps in the group context module: region context extraction and group region context aggregation.

Region context extraction. Inspired by [53], we partition image $I_p$ into $C$ soft object regions. $C$ is the number of object classes. Using the aux output $P_p \in \mathbb{R}^{C \times WH}$ of the segmentation network. We compute each soft region’s representation as

$$f_c = \sum_i r_{ci} X_i, \quad (4)$$

where $i$ denotes the spatial location, $X_i$ represents pixel $i$, $r_{ci}$ is the weight of pixel $i$ computed by softmax normalization of $P_p \in \mathbb{R}^C$ over the $C$ dimensions as $r_{ci} = softmax(P_p)_c$. For a group with $N$ images, we can extract $N \times C$ region representations for this group.

Group region context aggregation. Given a group’s region representations $\{f_{i,j}\}_{i \in [1,C], j \in [1,N]}$, we compute group context representation for each pixel in $X$ by weighted aggregation of group regions:

$$c_{h,w} = \rho(\sum_{i,j} w_{i,j}(h,w) \sigma(f_{i,j})). \quad (5)$$

Here, $\rho$ and $\sigma$ are two linear transformation functions. The weight $w_{i,j}(h,w)$ is computed by measuring the relation between the pixel $X_{h,w}$ and region representation $f_{i,j}$ as

$$w_{i,j}(h,w) = \frac{e^{s(X_{h,w}, f_{i,j})}}{\sum_{i \in [1,K], j \in [1,N]} e^{s(X_{h,w}, f_{i,j})}}, \quad (6)$$

where $s(X_{h,w}, f_{i,j})$ is a relation function formulated as $s(X_{h,w}, f_{i,j}) = \phi(X_{h,w})^T \varphi(f_{i,j})$, $\phi$ and $\varphi$ are two transform functions implemented with one fully connected layer.

After obtaining the group context, we can enhance the pixel representation as:

$$\hat{X}_{h,w} = \psi([X_{h,w}, c_{h,w}]). \quad (7)$$

$[*]$ denotes concatenation, and $\psi$ is a linear transformation. The result representation $\hat{X}$ will be fed into the decoder and output the prediction map: $\hat{P}_p = S_{decoder}(\hat{X})$. For each pixel in $X$, the group region context enhancing module aggregates representations of similar regions in the same group as the group context, which provides extra information for the segmentation network.
Table 1. FIoU results for different methods with ResNet-50 [14] and VGG-16 [44]. The column number indicates the 15 user IDs. The column "Mean" denotes the mean performance overall IDs. Best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-DA</td>
<td></td>
<td>36.63</td>
<td>33.56</td>
<td>35.50</td>
<td>34.92</td>
<td>37.55</td>
<td>36.23</td>
<td>47.95</td>
<td>34.35</td>
<td>32.86</td>
<td>50.95</td>
<td>41.48</td>
<td>39.24</td>
<td>30.90</td>
<td>34.51</td>
<td>37.58</td>
<td></td>
</tr>
<tr>
<td>AdaptSeg [45]</td>
<td>MaxSquare [6]</td>
<td>32.70</td>
<td>37.65</td>
<td>37.16</td>
<td>33.54</td>
<td>40.55</td>
<td>41.11</td>
<td>43.17</td>
<td>52.12</td>
<td>36.95</td>
<td>31.83</td>
<td>49.04</td>
<td>33.54</td>
<td>31.49</td>
<td>34.06</td>
<td>38.39</td>
<td></td>
</tr>
<tr>
<td>FDA [52]</td>
<td>ResNet-50</td>
<td>36.17</td>
<td>32.99</td>
<td>38.81</td>
<td>37.36</td>
<td>42.64</td>
<td>42.03</td>
<td>49.88</td>
<td>50.06</td>
<td>37.99</td>
<td>35.93</td>
<td>51.33</td>
<td>41.98</td>
<td>36.27</td>
<td>35.35</td>
<td>40.46</td>
<td></td>
</tr>
<tr>
<td>ADVENT [47]</td>
<td>MRNet [60]</td>
<td>34.61</td>
<td>36.75</td>
<td>35.53</td>
<td>36.60</td>
<td>38.36</td>
<td>40.07</td>
<td>45.21</td>
<td>52.57</td>
<td>37.79</td>
<td>35.01</td>
<td>49.59</td>
<td>31.72</td>
<td>35.01</td>
<td>36.27</td>
<td>39.27</td>
<td></td>
</tr>
<tr>
<td>MRNet [60]</td>
<td></td>
<td>39.89</td>
<td>44.39</td>
<td>39.88</td>
<td>40.01</td>
<td>49.89</td>
<td>44.24</td>
<td>47.99</td>
<td>54.59</td>
<td>43.84</td>
<td>38.29</td>
<td>53.00</td>
<td>43.82</td>
<td>40.43</td>
<td>41.36</td>
<td>44.22</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. MIoU results for different methods with ResNet-50 [14] and VGG-16 [44]. The column number indicates the 15 user IDs. The column "Mean" denotes the mean performance overall IDs. Best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>No-DA</td>
<td></td>
<td>28.05</td>
<td>29.18</td>
<td>30.78</td>
<td>33.05</td>
<td>42.52</td>
<td>31.31</td>
<td>35.85</td>
<td>28.63</td>
<td>39.60</td>
<td>36.99</td>
<td>31.35</td>
<td>38.51</td>
<td>29.78</td>
<td>32.75</td>
<td>31.85</td>
<td>33.47</td>
</tr>
<tr>
<td>AdaptSeg [45]</td>
<td>MaxSquare [6]</td>
<td>31.69</td>
<td>28.87</td>
<td>30.50</td>
<td>35.09</td>
<td>45.83</td>
<td>32.55</td>
<td>36.70</td>
<td>33.83</td>
<td>36.43</td>
<td>34.64</td>
<td>34.09</td>
<td>41.23</td>
<td>31.02</td>
<td>35.52</td>
<td>34.40</td>
<td>34.95</td>
</tr>
<tr>
<td>FDA [52]</td>
<td>ResNet-50</td>
<td>28.72</td>
<td>29.81</td>
<td>31.81</td>
<td>36.45</td>
<td>40.09</td>
<td>33.94</td>
<td>38.85</td>
<td>31.21</td>
<td>35.85</td>
<td>32.23</td>
<td>28.58</td>
<td>34.16</td>
<td>33.58</td>
<td>30.35</td>
<td>34.78</td>
<td>33.30</td>
</tr>
<tr>
<td>ADVENT [47]</td>
<td>MRNet [60]</td>
<td>31.94</td>
<td>31.16</td>
<td>32.39</td>
<td>36.11</td>
<td>45.35</td>
<td>35.76</td>
<td>37.46</td>
<td>30.93</td>
<td>42.91</td>
<td>43.28</td>
<td>37.51</td>
<td>38.09</td>
<td>29.31</td>
<td>37.25</td>
<td>35.76</td>
<td>36.35</td>
</tr>
<tr>
<td>MRNet [60]</td>
<td></td>
<td>36.04</td>
<td>34.04</td>
<td>36.98</td>
<td>39.98</td>
<td>47.98</td>
<td>40.52</td>
<td>41.59</td>
<td>29.69</td>
<td>36.26</td>
<td>39.19</td>
<td>33.46</td>
<td>39.05</td>
<td>38.17</td>
<td>33.43</td>
<td>37.44</td>
<td>37.31</td>
</tr>
</tbody>
</table>

4.3. Refine with Pseudo Label

Besides a first step domain adaptation, recent domain adaptation methods [38,59] for semantic segmentation usually adopt pseudo labels to refine the network further. We also adopt this training paradigm with the predictions of personalized images in our approach. The entropy map $E_p$ introduced previously is an indicator of the uncertainty of the segmentation network for image $I_p$. Prediction with low uncertainty usually means the input image is simple, and the result has high reliability. So we choose predictions with low entropy values as pseudo labels. Note that each person’s personalized data is relatively small compared with datasets like VOC and CityScapes, which alone doesn’t have enough data for training the segmentation network. So unlike in [38], we add the pseudo labels to the network with an extra segmentation loss $L_{pse}$ instead of replacing the source dataset with pseudo labels.

5. Experiments

5.1. Datasets and Evaluation Metrics

We collect our personalized dataset to have the same classes as PASCAL VOC [10]. So during training, we use the augmented VOC training set as the source dataset, which has 10582 labeled images with 20 classes of objects. Mean Intersection over Union (MIOU) is adopted for quantitative evaluation. Note that the personalized data are usually long-tailed distributed, which means the classes are very unbalanced. MIOU may be distorted due to this unbalance. So we further use another metric called Foreground Intersection over Union (FIoU). FIoU reflects the mean IoU over images instead of classes. Specifically, we first compute the foreground IoU $IoU_i$ for image $i$, then compute the mean IoU of all images $\sum N_i IoU_i$. 

5.2. Experiments
Table 3. Ablation of the group context module. "None" and "Global" denote no context and global context, respectively.

<table>
<thead>
<tr>
<th>Groups</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MixAll</td>
<td>42.39</td>
<td>46.51</td>
<td>42.95</td>
<td>42.79</td>
<td>52.45</td>
<td>46.15</td>
<td>51.23</td>
<td>55.88</td>
<td>45.57</td>
<td>42.51</td>
<td>55.30</td>
<td>47.89</td>
<td>43.66</td>
<td>55.94</td>
<td>41.12</td>
<td>46.64</td>
</tr>
<tr>
<td>MixSample</td>
<td>42.49</td>
<td>45.52</td>
<td>42.75</td>
<td>44.07</td>
<td>52.64</td>
<td>46.54</td>
<td>50.85</td>
<td>56.52</td>
<td>45.81</td>
<td>42.25</td>
<td>54.75</td>
<td>46.86</td>
<td>44.62</td>
<td>41.18</td>
<td>45.36</td>
<td>46.81</td>
</tr>
<tr>
<td>MixSample</td>
<td>41.87</td>
<td>45.73</td>
<td>43.14</td>
<td>44.04</td>
<td>52.44</td>
<td>47.45</td>
<td>52.32</td>
<td>56.92</td>
<td>45.61</td>
<td>42.67</td>
<td>54.94</td>
<td>48.38</td>
<td>44.24</td>
<td>41.67</td>
<td>45.98</td>
<td>47.16</td>
</tr>
<tr>
<td>MixSample</td>
<td>42.11</td>
<td>45.66</td>
<td>43.14</td>
<td>43.33</td>
<td>52.08</td>
<td>45.85</td>
<td>52.05</td>
<td>56.51</td>
<td>45.78</td>
<td>42.13</td>
<td>53.75</td>
<td>46.73</td>
<td>43.80</td>
<td>41.59</td>
<td>45.35</td>
<td>46.66</td>
</tr>
</tbody>
</table>

Table 4. Ablation study of different numbers of groups. Columns indicate different user IDs. FIoU is reported.

<table>
<thead>
<tr>
<th>Methods</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MixSample</td>
<td>40.92</td>
<td>43.18</td>
<td>40.73</td>
<td>40.55</td>
<td>49.84</td>
<td>46.18</td>
<td>50.42</td>
<td>57.22</td>
<td>42.92</td>
<td>39.39</td>
<td>54.26</td>
<td>45.83</td>
<td>43.67</td>
<td>38.74</td>
<td>44.90</td>
<td>45.25</td>
</tr>
<tr>
<td>MixAll</td>
<td>42.54</td>
<td>45.11</td>
<td>41.73</td>
<td>39.87</td>
<td>49.58</td>
<td>43.74</td>
<td>52.64</td>
<td>56.88</td>
<td>43.82</td>
<td>38.55</td>
<td>55.26</td>
<td>47.18</td>
<td>42.33</td>
<td>38.97</td>
<td>45.16</td>
<td>45.56</td>
</tr>
<tr>
<td>MixSample</td>
<td>41.87</td>
<td>45.73</td>
<td>43.14</td>
<td>44.04</td>
<td>52.44</td>
<td>47.45</td>
<td>52.32</td>
<td>56.92</td>
<td>45.61</td>
<td>42.67</td>
<td>54.94</td>
<td>48.38</td>
<td>44.24</td>
<td>41.67</td>
<td>45.98</td>
<td>47.16</td>
</tr>
</tbody>
</table>

Table 5. Experiments on the mixed image set. "MixAll" denotes mix all the user’s image, "MixSample" samples 1/15 from "MixAll" to have a similar size with each personalized data.

5.2. Implementation Details

We use ResNet50 [14] pretrained from ImageNet [8] as the backbone of the segmentation network. A PSP module [57] is equipped to the segmentation network as in [47]. The inputs for adaptation training are source images and labels, grouped target images. To simplify training and save computation, we do not use all image regions in a group to build the group context. Instead, we constrain each batch to be in the same group, then use the images in each batch to compute it. The random crop is adopted for image augmentation. All the inputs are resized to $320 \times 320$ during training. In the pseudo label refinement step, a select rate of $r = 0.5$ is used for choosing reliable predictions. The masked pseudo label pixels are set to 255. To simplify the training process and save GPU memory, we do not process masked pseudo label pixels. The codes are implemented with PyTorch [41] library.

5.3. Performance Comparison

We report the performances of some selected domain adaptation methods on our dataset, including AdaptSeg [45], MaxSquare [6], FDA [52], ADVENT [47], and MRNet [60]. All these methods treat target images individually without considering the correlated property of personalized images. All models are trained with VOC [10] as the source and personalized data as the target. Methods like MRNet [60] only use the target pseudo labels to supervise the segmentation network in step 2, which leads to poor performance since the number of our personalized data is relatively small. So we add extra supervision of VOC [10] label for such methods. The results are tested on the annotated validation split of the personalized dataset. We report the results of FIoU in Tab. 1 and MIoU in Tab. 2. We denote our method without pseudo label refinement and our full model as $OURS-S1$ and $OURS-S2$, respectively.

Overall, with ResNet50 [14] as the backbone, $OURS-S1$ obtains 37.46 MIoU and 58.79 FIoU. Compared to the baseline method ADVENT, it improves the performance by 0.15 and 2.20, respectively, which indicates the effectiveness of our group context module. Note that the MIoU improvement of 0.15 is relatively slight compared with FIoU. We conjecture it is caused by the long-tailed property of the personalized data. Since the group context module incorporates other images’ context to help to learn, it tends to perform better on classes with many images while may damage the results for rare classes. When evaluating MIoU, the results can be affected by these rare classes. We provide the class IoU results for different users in the supplementary material. By utilizing pseudo labels, $OURS-S2$ obtains 39.16 MIoU and 59.72 FIoU, further improves the performance by 1.7 and 0.93, respectively. We show some of the predicted masks in Fig. 4.

6. Discussion

6.1. Effectiveness of Group Context

In this section, we study the effectiveness of our proposed group context module by comparing it with two baselines: None and Global. None refers to directly use the feature $X$ from the encoder without context. Global denotes...
using a global group context to enhance representation as in object co-segmentation methods [26]. Experiments here are conducted with backbone VGG-16 [44]. As reported in Tab. 3, the None baseline achieves 44.22 FIoU on average. Global slightly improves the performance by 0.34, which indicates that a global group representation is not effective enough in our situation. OURS improves the performance by 2.94, which shows the effectiveness of the proposed group context module.

6.2. Significance of Personalized Training

In this section, we merge all the images from all the users to form a large image set MixAll, a subset of 672 images MixSample is then randomly sampled from MixAll. We train our model on these image sets and evaluate the model on different users’ data. Results are reported in Tab. 5. With around 15 times of target images, the MixAll achieves 45.56 FIoU, which is lower than 47.16 of Personal, i.e., training from corresponding personalized data. The result shows the value of learning from personalized data.

6.3. Number of Groups

In this section, we cluster each user’s personalized data into different numbers of groups and investigate how the number of groups influences the segmentation performance at inference time. As in Tab. 4. Different rows indicate different numbers of groups. With Groups=1, all images of certain users are treated as in one group. When computing a group region context, irrelevant images might be considered and confusing the network. With Groups=200, the number of images in each group is too small, thus can’t provide enough context for the group context module. On average, we get a better FIoU of 47.16 with a group number of 80 compared with other numbers. However, we may still notice that different users have the best result with different group numbers. We conjecture that it is caused by the distribution gap between different users. The results indicate that we need different numbers of groups for different users. In the future, we’ll study more flexible methods to cluster the personalized images rather than using a fixed group number.

7. Conclusion

In this paper, we address the personalization issue in image semantic segmentation. We first collect a large personalized image dataset PSS with 15 users’ data. Our dataset can be a good start for investigating the personalization issue in segmentation. The challenges of the personalized image segmentation problem are two folds. One is how to learn from different users’ unlabeled data; another is how to utilize the personalized traits in certain user’s data. By utilizing the personalized images’ correlated property, we propose a baseline method that adopts the inter-image context to facilitate segmentation. For future work, we will explore more sophisticated ways to learn from the unlabeled data. We will also investigate how to improve the performance of the group context module in rare classes.
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