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Abstract

Full-motion cost volumes play a central role in current
state-of-the-art optical flow methods. However, constructed
using simple feature correlations, they lack the ability to en-
capsulate prior, or even non-local knowledge. This creates
artifacts in poorly constrained ambiguous regions, such as
occluded and textureless areas. We propose a separable
cost volume module, a drop-in replacement to correlation
cost volumes, that uses non-local aggregation layers to ex-
ploit global context cues and prior knowledge, in order to
disambiguate motions in these regions. Our method leads
both the now standard Sintel and KITTI optical flow bench-
marks in terms of accuracy, and is also shown to generalize
better from synthetic to real data.

1. Introduction

Optical flow is the task of estimating per-pixel 2D mo-
tion between two images or video frames. This low-level
vision task is a fundamental building block of many higher
level tasks, such as object tracking, scene reconstruction
and video compression. A common approach to this task,
used in both hand designed [5, 19] and more modern deep-
learning methods [53, 54], is to first compute a cost volume
for motions of all pixels, then use this to infer or refine a
motion per pixel. While state-of-the-art methods [54, 62]
tend to use this approach, it suffers from two key challenges.
First, the cost volume size is exponential in the dimension-
ality of the search space. Therefore memory and computa-
tion requirements for optical flow, with its 2D search space,
grow quadratically with the range of motion. In contrast,
such costs for the 1D stereo matching task grow only lin-
early with the range of disparity. Secondly, resolving ambi-
guities caused by occlusion, lack of texture, or other such is-
sues requires a more global, rather than local, understanding
of the scene, as well as prior knowledge. Cost volumes gen-
erally do not encapsulate such information, leaving the job
of resolving such ambiguities to the second stage of each
method. As Fig. 1 & 4 illustrate, this makes it harder to

Code: https://github.com/feihuzhang/SeparableFlow
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Figure 1: Performance illustrations. (a) Input view from Sintel.
(b) Ground truth optical flow. (c) The optical flow result and 2D
motion cost volume (for a single pixel in the circled region) of
the state of the art, RAFT [54]. (d) Result and cost volume (for
the same pixel) learned by our Separable Flow. RAFT does not
predict motion accurately in the ambiguous regions, such as oc-
clusions (highlighted by the circle). Indeed, there are many false
peaks in the cost volume for this region. In contrast, Separable
Flow predicts accurate flow results in these challenging regions, by
integrating separable, non-local matching cost aggregations. The
resulting learned cost volume has one large peak, that correctly
matches the ground truth. See sec. 4.2 for more details.

compute accurate motion in such regions.
This work proposes a new separable cost volume compu-

tation module, which plugs into existing cost-volume-based
optical flow frameworks, with two key innovations that ad-
dress these challenges. The first is to separate the 2D motion
of optical flow into two independent 1D problems, horizon-
tal and vertical motion, compressing the 4D cost volume
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into two smaller 3D volumes using a self-adaptive separa-
tion layer. This factored representation significantly reduces
the memory and computing resources required to infer (and
thus also learn) the cost volumes, making them linear in
the range of motion, without loss in accuracy. Moreover,
it enables the second innovation: the use of non-local ag-
gregation layers to learn a refined cost volume. Such layers
have previously been used for 1D stereo problems [67, 68],
where they improve both accuracy in ambiguous regions,
and cross-domain generalization. We apply them here to
optical flow for the first time, learning cost volumes with
non-local, prior knowledge via a one-step motion regres-
sion that is able to predict a low-resolution (i.e. 1/8), but
high-quality motion. This prediction also serves as a better
input to the interpolation and refinement module.

We train and evaluate our Separable Flow module on the
standard Sintel [7] and KITTI [16] optical flow datasets. We
achieve the current best accuracy among all published opti-
cal flow methods on both these benchmarks. Moreover, in
the cross-domain case of training on synthetic and testing on
real data (i.e. KITTI), our results improve the previous state
of the art by a greater margin, even outperforming some
DNN models (e.g. FlowNet2 [28] and PWC-Net [53]) fine-
tuned on the target KITTI scenes. We provide an ablation
study to show how much of this improvement is attributable
to each of our contributions. We reiterate that any optical
flow framework that computes a cost volume can benefit
from these improvements.

2. Related Work

We now review prior work related to our method, with a
focus on traditional and neural-network-based optical flow,
and cost aggregation methods in stereo.

2.1. Traditional Approaches

There are three main types of traditional optical flow
method. The first is usually based on local filtering [20],
interpolation [21, 48, 63], nearest neighbor search [2, 22,
39, 40, 49] or dense inverse search [34]. The second usu-
ally optimizes a global energy function that consists of a
local matching cost data term and an MRF-based smooth-
ness regularization term, using gradient-based solvers [5, 6,
19, 45, 47, 57, 66].

Methods of the third type use discrete solvers [10,43,60]
to find more globally optimal solutions to the global energy
function. However, large motion ranges mean each pixel
can be paired with any of thousands of discrete correspon-
dences, leading to a huge search space. To address this is-
sue, Menez et al. [43] prune the search space using feature
descriptors, and optimize using message passing, whereas
Chen et al. [10] use a distance transform to solve the global
optimization problem over the full search space.

2.2. Deep Neural Networks for Optical Flow

A multitude of deep neural networks (DNNs) have been
proposed to infer optical flow between a pair of frames,
addressing many different aspects of the task. These in-
clude occlusion handling [70], robust loss functions [3, 15],
feature representations [50, 69], refinement/interpolation
[26, 54, 73], uncertainty estimation [27], lightweight ar-
chitecture [24], data resampling [4], and motion estima-
tion in dark scenes [71]. Several works jointly learn seg-
mentation and optical flow [1, 11, 51, 58, 58], segmenting
the image into objects or backgrounds and computing mo-
tion depending on the region type. Coarse-to-fine process-
ing has emerged as a popular ingredient in many recent
works [4, 18, 24–26, 46, 53, 62, 65, 70]. Self-supervised op-
tical flow networks [29–31, 36, 37, 56, 64, 72] and semi-
supervised frameworks [35, 61] have also been explored.

Among these methods, explicit cost volumes appear fre-
quently, [18, 20, 23, 38, 53–55, 62], storing the data match-
ing costs for each pixel’s potential correspondences, and
thus playing an important role in generating accurate flow
fields. For example, PWC-Net [53] develops a DNN model
using image pyramids, warping, and cost volumes. Xiao
et al. [59] learn cost volumes using the Cayley representa-
tion, but without effective cost aggregations. Hui et al. [23]
address the ambiguous matching challenge by improving
the cost volume through an adaptive modulation prior, ex-
ploiting local flow consistency. Hofinger et al. [18] improve
the cost volume construction process via a sampling-based
strategy that revises the gradient flow across pyramid lev-
els. Wang et al. [55] reshape a 4D cost volume into 3D via
a displacement-aware projection (DAP) layer, learning the
high-dimensional cost volume with low-dimensional con-
volutions. However, it can only process a fixed and small
displacement range (e.g. −3,..,3). Yang et al. [62] propose
a 5D volumetric encoder-decoder architecture with separa-
ble volumetric filtering. Designed for a local search window
(e.g. −9,..,9), it cannot capture non-local knowledge in the
cost volume.

In contrast to these methods, ours can learn and refine a
full-range cost volume over the whole motion space, using
non-local aggregations, as a result of our Separable Flow
model. This is similar to Xu et al. [60], who construct a 4D
cost volume using DNN features and apply improved semi-
global matching [17] for cost aggregations. This strategy
is impractical for end-to-end training of DNNs, since the
cost aggregation step is not differentiable, and incurs huge
memory and computational costs. The current state-of-the-
art optical flow model, RAFT [54] also builds multi-scale
4D correlation volumes for all pairs of pixels. However,
limited by its huge memory and computational costs, RAFT
does not apply any cost aggregation to the 4D volume.
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2.3. Cost Volumes in Stereo Matching

Full-range cost volumes built over the whole displace-
ment space have been widely used in state-of-the-art stereo
matching DNNs [9,12,14,32,67,68]. Matching cost aggre-
gation in cost volumes has also become a critical compo-
nent in stereo matching [32, 67], since local, feature-based
matching is often ambiguous due to occlusions, repetitive or
homogeneous texture, reflections, noise etc. Based on the
full-range cost volume, several cost aggregation approaches
have been developed, such as geometry and context net-
works [32], and pyramid matching networks [9] that use
3D convolutions with a pyramidal encoder-decoder for cost
volume learning, and guided aggregation networks [67] that
use non-local, semi-global matching layers for non-local
cost aggregations. Our Separable Flow motion represen-
tation makes it possible to use these effective local and non-
local matching cost aggregation layers to learn a better cost
volume for optical flow estimation.

3. Method
This section first describes the prototypical optical flow

framework to which our Separable Flow module can be ap-
plied, then details the module itself, and finally presents the
method used to train it.

3.1. Prototypical cost-volume-based optical flow

Cost volume based optical flow methods [53,54] usually
consist of the following stages: 1) image feature extraction,
2) cost volume computation and 3) motion refinement. Our
work addresses stage two by introducing the separable cost
volume and the cost aggregation modules. We briefly de-
scribe the common blocks in existing approaches, but refer
the reader to prior works [53, 54] for the full details.
Image feature extraction. A convolutional network (e.g.
ResNet [54]) is trained to extract per-pixel, local features
from an image, and produces a feature tensor, F ∈RH×W×D,
where F(i, j) is the D-dimensional feature of the pixel at
location i, j.
Cost volume computation. Given the feature tensors F1
and F2 of the two optical flow images, a cost volume, C ∈
RH×W×|U |×|V | is computed, where U = {umin, ..,0, ..,umax}
and V = {vmin, ..,0, ..,vmax} are the sets of discrete horizon-
tal and vertical motions considered for each pixel. Each
entry in the 4D volume is typically [53, 54] computed for
pixel i, j and pixel motion u,v via a dot product of feature
vectors, thus:

C(i, j,u,v) = F1(i, j) ·F2(i+u, j+ v) (1)

Using this approach, higher “costs” represent greater simi-
larity. Our work proposes a new way to represent and com-
pute this cost volume, as described in section 3.2.
Motion refinement. Motion is estimated through iterative

updates, usually in a coarse-to-fine framework [53–55]. The
update layers take as input the current motion estimate, the
cost volume, and context features, and output an additive
motion update. Motion is usually initialized to zero. This
work uses regression (sec. 3.2.3) to better initialize motion.

3.2. Separable Flow

We propose to replace the purely correlation-based cost
volume of previous optical flow methods with an efficient,
separable cost volume. Our Separable Flow module con-
sists of the following three stages, functionally described
below: self-adaptive cost separation, non-local cost aggre-
gation, and motion regression. Fig. 2 provides a high level
schematic of the design, while parameter and layer settings
of the whole architecture can be found in the supplementary
material.

3.2.1 Self-adaptive Cost Separation

In order to improve memory and computational efficiency,
and enable non-local aggregation in a learned cost volume,
we separate and compress the 4D cost volume, C, into two
3D, K-dimensional feature tensors, Cu ∈ RH×W×|U |×K and
Cv ∈ RH×W×|V |×K , where K ≪ |U |, |V |, representing hori-
zontal and vertical motion respectively.

The first two channels (indexed by superscripts) of Cu
are computed as:

C1
u(i, j,u) =

1
|V | ∑

v∈V
C(i, j,u,v), (2)

C2
u(i, j,u) = max

v∈V
C(i, j,u,v). (3)

Since mean and maximum select predetermined values of
the cost volume, we propose to learn an adaptive selection
for the remaining K − 2 channels, with an attention mod-
ule. Using the first two channels of the compressed Cv for
efficiency, this self-adaptive compression is realized by

Au = φu(C1:2
v ), ∈ RH×W×|V |×K−2 (4)

Ck+2
u (i, j,u) = σ

(
Ak

u(i, j)
)
·C(i, j,u, :), (5)

where φu is a single, 3D convolutional layer, and σ(·) repre-
sents the softmax operation. Note that Cu can be computed
without storing the intermediate 4D cost volume C. A sim-
ilar approach is used to compute Cv. Here we use K = 4.

This adaptive compression has several advantages over
mean, maximum or convolutional compression. Convolu-
tions, for example, require a fixed range of |U | and |V |,
while our method can handle variable search spaces. More
importantly, convolutions are translationally invariant, but
motion varies spatially. Our attention module outputs trans-
lationally varying weights, allowing it to adapt to different
motions, learning better cost volume representations.
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Figure 2: Architecture overview. Our model consists of three main parts: 1) feature extraction network, 2) our Separable Flow module of
cost volume separation and aggregation networks, and 3) refinement modules. The top layers are a context network [54] that learns weights
and context information for cost aggregations, refinement and upsampling (some models do without this). Our Separable Flow module
separates the 4D motion cost volume generated from the features into two independent 3D displacement cost volumes. These volumes go
through several non-local aggregation layers, as shown. The refined volumes, plus an initial flow estimate regressed from them, are input
into the refinement network for further coarse-to-fine improvement and interpolation.

3.2.2 Learning cost aggregation

Semi-global matching aggregates non-local information in
traditional stereo [17], and more recently optical flow [60],
methods. Similarly effective aggregation layers have since
been applied to neural networks for stereo matching [11,
32, 67], to great effect, but have not yet been shown to be
practical for optical flow networks. However, our separa-
ble framework enables us to apply these aggregation layers
directly to separated 2D motion.

Our cost aggregation module uses an encoder-decoder
architecture that consists of four non-local, semi-global ag-
gregation (SGA) layers, proposed in GANet [67], and eight
3D convolutional layers, to refine Cu from a H ×W ×|U |×
K feature tensor to a H ×W ×|U | cost volume, CA

u . A sim-
ilar network is trained to compute CA

v .

3.2.3 Motion regression

Disparity regression has been used in stereo matching [32],
where it is shown to be more robust than classification-
based methods, and can generate sub-pixel accuracy. Fur-
thermore, regression has been used to learn stereo cost vol-
umes that are rich in geometry and contextual informa-
tion [32, 67]. It is computed as the sum of each disparity,
weighted by its probability, computed via a softmax over
the cost volume.

We use a similar approach here to learn optical flow re-
gression, f0 = {û, v̂}, as follows for each pixel i, j, prior to
motion refinement:

û(i, j) =U ·σ
(
CA

u (i, j, :)
)
, (6)

v̂(i, j) =V ·σ
(
CA

v (i, j, :)
)
. (7)

Then, the initial flow prediction f0 and the learned cost vol-

umes, CA
u ,C

A
v , are sent to the refinement module to compute

a final motion prediction. Where motion refinement pre-
viously used correlation cost C(i, j,u,v), it is instead fed
concatenated, aggregated costs [CA

u (i, j,u),CA
v (i, j,v)].

This motion regression learns a lower-resolution (e.g.
1/8, as used in RAFT [54]), but high-quality motion pre-
diction that serves as a better input to the refinement mod-
ule, considering that previous methods initialize with zero
motion [53, 54]. As our ablation study shows (section 4.3),
initializing motion with this regressed estimate is key to im-
proving the prediction quality. It is worth noting that a stan-
dard (i.e. non-separated) 2D motion regression is naturally
separable:

C′ = σ(C(i, j, :, :)), (8)

û(i, j) = ∑
u

∑
v

U(u) C′(u,v), (9)

=U ·∑
v

C′(:,v), (10)

such that the σ
(
CA

u (i, j, :)
)

plays a similar role to ∑v C′(:,v).
Given its efficacy in the stereo domain [32,67], and the sep-
arable nature of 2D motion regression, this gives us some
intuition into why motion regression can be used to effec-
tively learn two separable 3D cost volumes that are also rich
in prior contextual and geometry information.

3.3. Loss Function

Following RAFT [54], we use the L1 loss between the
predicted and ground truth flow for a sequence of N refine-
ment predictions of optical flow, {f1, ..., fN}. However, in
addition we also have the motion regressed flow, f0. Given
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Training Data Method Sintel (train) KITTI-15 (train) Sintel (test) KITTI-15 (test)
Clean Final Epe-all Fl-all Clean Final Fl-all

- FlowFields [2] - - - - 3.75 5.81 15.31
- FlowFields++ [49] - - - - 2.94 5.49 14.82
S DCFlow [60] - - - - 3.54 5.12 14.86
S MRFlow [58] - - - - 2.53 5.38 12.19

C + T

HD3 [65] 3.84 8.77 13.17 24.0 - - -
PWC-Net [53] 2.55 3.93 10.35 33.7 - - -
LiteFlowNet2 [25] 2.24 3.78 8.97 25.9 - - -
VCN [62] 2.21 3.68 8.36 25.1 - - -
MaskFlowNet [70] 2.25 3.61 - 23.1 - - -
FlowNet2 [28] 2.02 3.54 10.08 30.0 3.96 6.02 -
DICL-Flow [55] 1.94 3.77 8.70 23.6 - -
RAFT [54] 1.43 2.71 5.04 17.4 - - -
Ours 1.30 2.59 4.60 15.9 - - -

C + T + V RAFT [54] 1.45 2.75 3.20 9.13 - - -
Ours 1.32 2.61 2.60 7.74 - - 7.92

C+T+S/K

FlowNet2 [28] (1.45) (2.01) (2.30) (6.8) 4.16 5.74 11.48
PWC-Net [53] - - - - 4.39 5.04 9.60
LiteFlowNet [24] (1.35) (1.78) (1.62) (5.58) 4.54 5.38 9.38
HD3 [65] (1.87) (1.17) (1.31) (4.1) 4.79 4.67 6.55
ScopeFlow [4] - - - - 3.59 4.10 6.82
DICL-Flow [55] (1.11) (1.60) (1.02) (3.60) 2.12 3.44 6.31
VCN+LCV [59] (1.62) (2.22) (1.13) (3.80) 2.83 4.20 6.25
RAFT+LCV [59] (0.94) (1.31) (1.06) (3.77) 2.75 3.55 6.26
RAFT [54] (0.77) (1.20) (0.64) (1.5) 2.08 3.41 5.27
Ours (0.71) (1.14) (0.68) (1.57) 1.99 3.27 4.89

C+T+S+K+H

PWC-Net+ [52] (1.71) (2.34) (1.50) (5.3) 3.45 4.60 7.72
VCN [62] (1.66) (2.24) (1.16) (4.1) 2.81 4.40 6.30
MaskFlowNet [70] - - - - 2.52 4.17 6.10
RAFT (2-view) (0.76) (1.22) (0.63) (1.5) 1.94 3.18 5.10
RAFT (warm-start) (0.77) (1.27) - - 1.61 2.86 -
Ours (0.69) (1.10) (0.69) (1.60) 1.50 2.67 4.64

Table 1: Results on Sintel and KITTI datasets. C+T: We test the generalization performance on KITTI (train) after training
on FlyingChairs (C) and FlyingThings (T). C+T+V: We also provide extra synthetic driving scenes from Virtual KITTI
(V) [8] to further boost the generalization on real driving scenes. Our method outperform existing methods for synthetic to
real generalization. We also evaluate our model on public benchmarks after finetuning. C+T+S/K includes methods which
finetune only on Sintel data when evaluating on Sintel, or only KITTI data when evaluating on KITTI. C+T+S+K+H includes
methods that combine KITTI, HD1K, and Sintel data when finetuning. Separable Flow outperforms previous state-of-the-art
approaches, ranking 1st among all published optical flow approaches on both Sintel (clean and final passes) and KITTI 2015
optical flow benchmarks.

ground truth flow fgt , our loss is thus defined as

L =
N

∑
i=0

λ
N−i ||fgt − fi||1 (11)

where λ = 0.8 in our experiments, weighting later refine-
ment steps higher to ensure convergence.

4. Experiments

This section details the experiments and results that
demonstrate our Separable Flow module is the new state of
the art in accuracy for optical flow. It also demonstrates its
improved cross-domain generalization, as well as the spe-
cific categories of error that our model fixes, with a discus-
sion on why. An ablation study rounds off the evaluation.

Implementation Details: Our model is implemented in
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Figure 3: Comparisons of cost volumes. (∆u,∆v) are the shifts from ground truth flow (origin of coordinates). The average normalized
cost volumes over all pixels in occlusion regions across 100 image pairs are visualized. The center value (at the ground truth displacement)
is 4.2× higher for our method vs. RAFT.

PyTorch [44] and we follow the training setting of RAFT
[54]. Unless otherwise stated (e.g. sec. 4.3), we use the fea-
ture extraction and refinement modules from RAFT [54].

Following RAFT [54], we train our network on Fly-
ingChairs [13] for 100k iterations (with batch size 12), then
FlyingThings [41] for 100k iterations (batch size 6), and
finally finetune on a combination of data from FlyingTh-
ings [41], Sintel [7], KITTI-2015 [42], and HD1K [33], for
another 100k iterations (batch size 6). All other learning
settings (including data augmentation) are the same as those
in RAFT [54].

4.1. Quantitative Evaluation

We evaluate our Separable Flow model on the now stan-
dard, online, Sintel [7] and KITTI [16] benchmarks. We
evaluate two models on each benchmark. The first is fine-
tuned on the training set of the specific benchmark (i.e. Sin-
tel or KITTI). The second is finetuned on the combined
training set described above. Results are presented in the
bottom two sections of Table 1 respectively. When com-
pared with other methods trained on the same data, our
method is leading in both the epe (end-point-error) and the
Fl-all (threshold error rates) evaluations. On both bench-
marks, best results for our method are achieved using the
mixed training set. On Sintel, the average end point errors
(EPE) of 1.50 (clean) and 2.67 (final) are both reductions
of 7% over the previous best result, from RAFT [54]. On
KITTI, the 4.64% error rate is a 9% reduction over the pre-
vious best result, also achieved by RAFT.

4.1.1 Cross-domain Generalization

Since collecting ground truth for real data is costly, gener-
alization abilities are particularly important in real applica-
tion scenarios. We test the cross-domain generalization per-
formance of our model on Sintel (train) and KITTI (train)
after training on synthetic FlyingChairs (C) and FlyingTh-
ings (T), with results shown in Table 1, second section. Our

model again outperforms all existing published methods.
Moreover, on real KITTI evaluations, our model achieves
an error rate of 15.9%, which is far better than most exist-
ing models, and a 9% reduction over the previous best (once
again, RAFT [54]).

In addition, we use extra synthetic driving scenes [8]
to boost the generalization from synthetic scenes to a real
driving dataset. By training only with these synthetic data
(FlyingChairs, FlyingThings and Virtual KITTI2 [8]), our
model achieves an error rate of 7.60% (Table 1, third sec-
tion) on the real KITTI training set, and 7.92% on the KITTI
test set. Several DNNs (e.g. PWC-Net [53], FlowNet2 [28]
and LitleFlowNet [24]) perform worse than this, even when
finetuned on the target KITTI training set.

We thus find that Separable Flow provides even greater
performance gains when applied to cross-domain scenarios.
We attribute these generalization abilities to our separable
non-local aggregations, which capture more robust, non-
local geometry and contextual information, instead of local,
domain-sensitive features. Visualized results and compar-
isons are shown in the supplementary materials.

4.2. Qualitative Analysis

Separable Flow produces a clear quantitative improve-
ment in accuracy. In this section we seek to explain qualita-
tively where these improvements arise, and why.

Fig. 3 visualizes the averaged & normalized Separable
Flow cost volume (b) for a challenging occlusion regions
and those of RAFT [54]. It can be seen that our cost vol-
ume offers a single, large peak at the ground truth motion,
in contrast to the RAFT which has many noisy, false peaks
in its cost volume. A similar effect can be seen in the reflec-
tion region (available in the supplementary materials). This
demonstrates that our learned cost volume is able to over-
come regional ambiguities, by exploiting global geometry
and contextual information.

Fig. 4 compares optical flow outputs from our model
with those of RAFT [54]. In challenging regions such as
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(a) Input views (b) RAFT [54] (c) Ours

Figure 4: Qualitative comparisons. (b) Results of the state-of-the-art RAFT [54]. (c) Results of our Separable Flow. Significant improve-
ments are highlighted by arrows. The cost aggregations can effectively aggregate motion information to large, textureless regions (e.g.
white wall behind the car), and reflective regions (e.g. car windows), give precise estimates. By learning contextual object information, it
also preserves object boundaries very well (top row).

large textureless areas (e.g. the white wall behind the car),
and reflection areas (e.g. the car windows), the matching
information is usually ambiguous, and thus leads to wrong
matches in RAFT [54]. The non-local aggregations in our
Separable Flow allow it to recognise and capture long-range
contextual information, generating more accurate motion
estimates in these regions. This rich contextual information
also preserves object boundaries very well (top row).

4.3. Ablation Study

We perform a set of ablation experiments to validate the
need for, and show the relative importance of, each of the
components of the Separable Flow module that we propose.
All ablation models are trained on FlyingChairs (C) + Fly-
ingThings (T) and evaluated on the Sintel and KITTI train-
ing set.

Componentwise ablations: Results of componentwise ab-
lations are shown in Table 2. In each section of the table,
we test a specific component of our approach in isolation,
with the settings used in our final model underlined.

Separation Channels: the attention layers of our self-
adaptive cost separation provide a significant boost over just
mean or max aggregation. Aggregation layers all improve
performance, with SGA layers [67] providing the most ben-
efit, highlighting the need for non-local aggregation. Shared
Agg. Weights: cost aggregation networks for computing CA

u
and CA

v can either share weights, or learn separate weights.
The latter generates a reasonable advantage, due to the rota-
tional variance of natural scenes. Aggregation Blocks: The

hourglass blocks used in the [9, 67] are too resource heavy
here. Instead, we tested using UNet and ResNet blocks,
with the former providing better performance. Motion Re-
gression substantially increases performance when used to
initialize the motion refinement block, without increasing
network bandwidth. This suggests it helps the network to
learn better, rather than more.

These experiments validate the importance of each of the
contributions of this work.

Different frameworks: Table 3 shows the performance
gains using Separable Flow in different frameworks, and
vice versa. We apply Separable Flow to two popular op-
tical flow frameworks [53, 54], which differ in their re-
finement modules. Both frameworks are significantly im-
proved, PWC-Net [53] even more so than RAFT [54], with
reduction in errors ranging between 11-31% (compared to
the latter’s already reported 7%). Given our separated mo-
tion cost volumes, we are also able to use many different
stereo matching backbones to process these volumes inde-
pendently, and predict the motion directly. We test both
PSMNet [9] and GANet [67]. Even without coarse-to-fine
optical flow refinement modules, these models can still es-
timate motions more accurately than some popular optical
flow models (e.g. PWC-Net [53]), demonstrating the flexi-
bility of a separable motion cost volume representation.

4.4. Timing, Parameter and Accuracy

In Table 4, we compare the parameter counts, inference
time, and training iterations for our method versus several
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Experiment Variations
Sintel (train) KITTI-15 (train)

Parameters
Clean Final Epe-all Fl-all

Baseline [54] – 1.43 2.71 5.04 17.4 5.3M

Separation Channels

Mean 1.39 2.65 4.80 16.7 5.9M
Max 1.38 2.65 4.74 16.5 5.9M
Attention 1.32 2.62 4.72 16.2 6.0M
All 1.30 2.59 4.60 15.9 6.0M

Aggregation Layers

2× 3D conv 1.39 2.68 4.91 16.8 5.9M
8× 3D conv 1.33 2.63 4.75 16.4 6.2M
2× SGA 1.34 2.64 4.71 16.2 6.0M
4× SGA 1.30 2.59 4.60 15.9 6.0M

Shared Agg. Weights
No 1.30 2.59 4.60 15.9 6.0M
Yes 1.34 2.65 4.72 16.3 5.7M

Aggregation Block
ResNet 1.33 2.63 4.74 16.1 6.0M
UNet 1.30 2.59 4.60 15.9 6.0M

Motion Regression∗
No 1.37 2.65 4.89 16.8 6.0M
Yes 1.30 2.59 4.60 15.9 6.0M

Table 2: Ablation experiments. Settings used in our final model are underlined. See Sec. 4.3 for details.

Cost Agg. Refinement Sintel (train) KITTI (train)
module module final clean Fl-all (%)

– PWC-Net [53] 2.55 3.93 33.7
Ours PWC-Net [53] 1.89 3.51 23.1

– RAFT [54] 1.43 2.71 17.4
Ours RAFT [54] 1.30 2.59 15.9

Ours+PSMNet [9] – 3.21 4.32 32.8
Ours+GANet [67] – 2.49 3.81 28.1

Table 3: Performance using different refinement and aggregation
modules. Models are trained on FlyingChairs and FlyingThings
datasets and evaluated on Sintel and KITTI training sets.

recent cost-volume-based optical flow networks [54,59,62].
Separable Flow has a similar number of parameters and run-
ning speed as another cost-volume-based method [59], but
achieves 24% lower error rates. Compared with state-of-
the-art RAFT [54], our Separable Flow introduces about
0.7M new parameters, and is slightly slower. The main ben-
efit of our method is therefore its improved accuracy.

5. Conclusion

We have introduced the Separable Flow module, a cost-
volume computation module for optical flow inference that
is able to exploit non-local cost aggregation through the use
of a separable cost volume representation, and motion re-
gression. Our experimental results, which beat the previous
state of the art in accuracy with a consistent 7% reduction
in error, demonstrate that this module both resolves am-
biguities in occluded, textureless and other such regions,

Method Param Speed Iterations KITTI Fl-all (%)

FlowNet2 [28] 162.5M 0.1s 7100K 11.48
VCN [62] 6.2M 0.18s 300k 6.30

VCN+LCV [59] 6.3M 0.26s – 6.25
RAFT [54] 5.3M 0.2s 350k 5.10

Ours 6.0M 0.25s 350k 4.64

Table 4: Comparisons of parameter counts, inference time, and
training iterations vs. accuracy, of our model against recent cost-
volume-based optical flow networks [54, 59, 62]. Speed measure-
ments are from the KITTI2015 benchmark.

through the use of non-local, contextual information and
prior knowledge, and also improves cross-domain gener-
alization when appyling a synthetically trained network to
real data. Our ablation study validates the importance of
each of the blocks that make up our Separable Flow mod-
ule. We note that this module can benefit a broad class of
optical flow methods, based on cost volumes.

Our model fails in just a few cases, where objects (e.g.
cars) move in occluded regions.This is a common limitation
of optical flow approaches: when a moving object is visible
in only one image, networks predict the object to be sta-
tionary since this is the most plausible motion (for cars in
KITTI, at least). To address this issue, multi-view or video
inputs can be employed.
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