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Figure 1. Physically plausible hand motion learning. From a series of monocular color images (row 1), adapting our physical pose
representation to the hand pose estimator can get fewer penetrations and higher accuracy (row 2 and 3). TravelNet learns to travel in this
physical pose manifold from given key pose states (row 4). It can not only reconstruct the original motion (row 5) but also generate various
montages based on it (row 6). Due to the lack of RGB sequence data and key pose state annotations, a self-supervised learning paradigm
is adopted, and its training motion data is generated by a physics engine with our pose state archive.

Abstract

This paper aims to reconstruct physically plausible hand
motion from monocular color images. Existing frame-by-
frame estimating approaches can not guarantee the physi-
cal plausibility (e.g. penetration, jittering) directly. In this
paper, we embed physical constraints on the per-frame esti-
mated motions in both spatial and temporal space. Our key
idea is to adopt a self-supervised learning strategy to train
a novel encoder-decoder, named TravelNet, whose training
motion data is prepared by the physics engine using discrete
pose states. TravelNet captures key pose states from hand
motion sequences as compact motion descriptors, inspired
by the concept of keyframes in animation. Finally, it man-
ages to extract those key states out of perturbations without
manual annotations, and reconstruct the motions preserv-
ing details and physical plausibility. In the experiments,

we show that the outputs of the TravelNet contain both fin-
ger synergism and time consistency. Through the proposed
framework, hand motions can be accurately reconstructed
and flexibly re-edited, which is superior to the state-of-the-
art methods.

1. Introduction
Plausible human hand motions are of paramount impor-

tance in many applications. In VR/AR, reconstructing plau-
sible hand motion facilitates closer interaction. In manip-
ulation planning, designing a plausible hand motion makes
a bionic hand more intelligent to assist the disabled. Con-
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