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Abstract

The conventional text-based person re-identification methods heavily rely on identity annotations. However, this labeling process is costly and time-consuming. In this paper, we consider a more practical setting called weakly supervised text-based person re-identification, where only the text-image pairs are available without the requirement of annotating identities during the training phase. To this end, we propose a Cross-Modal Mutual Training (CMMT) framework. Specifically, to alleviate the intra-class variations, a clustering method is utilized to generate pseudo labels for both visual and textual instances. To further refine the clustering results, CMMT provides a Mutual Pseudo Label Refinement module, which leverages the clustering results in one modality to refine that in the other modality constrained by the text-image pairwise relationship. Meanwhile, CMMT introduces a Text-IoU Guided Cross-Modal Projection Matching loss to resolve the cross-modal matching ambiguity problem. A Text-IoU Guided Hard Sample Mining method is also proposed for learning discriminative textual-visual joint embeddings. We conduct extensive experiments to demonstrate the effectiveness of the proposed CMMT, and the results show that CMMT performs favorably against existing text-based person re-identification methods. Our code will be available at https://github.com/X-BrainLab/WS_Text-ReID.

1. Introduction

Text-based Person Re-Identification (Re-ID) [20] is a challenging task that aims to retrieve the corresponding person images by textual descriptions. In recent years, numerous fully-supervised textual-visual embedding methods [30, 15, 25, 23, 18] have made great progress. These methods follow a similar learning scheme: 1) The identity loss is utilized to suppress the intra-class variations in each modality; 2) The cross-modal matching is supervised by automatically generated positive or negative labels, based on whether it originates from the same identity or not. It can be observed that they heavily rely on the identity annotations, as shown in Figure 1(a). However, the identity labeling process across multiple non-overlapping camera views is costly and time-consuming. In this work, we consider a more practical setting called weakly supervised text-based person Re-ID, where only text-image pairs are available without any identity annotations in the training phase, as illustrated in Figure 1(b).

There are two main challenges due to the absence of identity annotations. 1) It is difficult to mitigate the effect caused by the intra-class variations in both textual and visual modalities. As shown in Figure 1(c), descriptions of a person may be syntactically different. Meanwhile, images captured by different cameras are always visually affected by the intra-class variations in both textual and visual modalities. 2) The cross-modal matching is supervised by automatically generated positive or negative labels, based on whether it originates from the same identity or not. It can be observed that they heavily rely on the identity annotations, as shown in Figure 1(a). However, the identity labeling process across multiple non-overlapping camera views is costly and time-consuming. In this work, we consider a more practical setting called weakly supervised text-based person Re-ID, where only text-image pairs are available without any identity annotations in the training phase, as illustrated in Figure 1(b).

There are two main challenges due to the absence of identity annotations. 1) It is difficult to mitigate the effect caused by the intra-class variations in both textual and visual modalities. As shown in Figure 1(c), descriptions of a person may be syntactically different. Meanwhile, images captured by different cameras are always visually affected by the intra-class variations in both textual and visual modalities. 2) The cross-modal matching is supervised by automatically generated positive or negative labels, based on whether it originates from the same identity or not. It can be observed that they heavily rely on the identity annotations, as shown in Figure 1(a). However, the identity labeling process across multiple non-overlapping camera views is costly and time-consuming. In this work, we consider a more practical setting called weakly supervised text-based person Re-ID, where only text-image pairs are available without any identity annotations in the training phase, as illustrated in Figure 1(b).
by dramatic variations with respect to illumination, human pose, view angle, background, etc. Existing clustering-based methods [10, 9, 22] can resolve this problem to some extent by unsupervised representation learning with pseudo labels in each modality. However, different from unsupervised person Re-ID, the relationship between textual and visual modalities can be further leveraged to refine the clustering results. 2) As shown in Figure 1(d), it leads to a cross-modal matching ambiguity problem that, for one textual description, it is unable to assign positive or negative labels to all the images, except its paired one, when learning the cross-modal matching.

To address the aforementioned problems, we propose a Cross-Modal Mutual Training (CMMT) framework to facilitate visual-textual representation learning for weakly supervised text-based person Re-ID. First, in order to reduce the intra-class variations, a clustering method is leveraged to generate preliminary pseudo labels for both textual and visual instances. To further improve the clustering results, CMMT provides a Mutual Pseudo Label Refinement (MPLR) module, which utilizes the clustering results in one modality to refine that in the other modality constrained by the pairwise relationship between textual and visual modalities. Second, to mitigate the cross-modal matching ambiguity, CMMT employs a Text-IoU Guided Cross-Modal Projection Matching (Text-IoU CMPM) loss, which introduces a heuristic metric termed Intersection over Union of Text (Text-IoU) to assign similarity soft-labels. Furthermore, a Text-IoU guided Hard Sample Mining (Text-IoU HSM) method is presented to learn discriminative visual-textual joint embeddings by exploring the similarity consistency of embedding features and textual phrases.

Our contributions are listed as follows:

1. To the best of our knowledge, it is the first work that particularly addresses the problem of weakly supervised text-based person Re-ID.
2. The Mutual Pseudo Label Refinement module is proposed for pseudo label refinement to suppress intra-class variations by leveraging the pairwise relationship between textual and visual modalities.
3. We introduce Text-IoU, which measures the similarities of textual descriptions in phrase-level by treating the phrases as multi-labels. Text-IoU is further utilized to prompt cross-modal matching and hard sample mining.
4. Extensive experiments and component studies are conducted to demonstrate the superiority of the proposed approach for weakly supervised text-based person Re-ID. Experiment results show that, without any identity supervision, the proposed method even outperforms the state-of-the-art fully supervised text-based person Re-ID methods.

2. Related Work

2.1. Text-Based Person Re-Identification

Different from the typical person Re-ID problem [35, 4, 36], text-based person Re-ID [20, 19, 37, 3, 34, 30, 32, 8, 1, 16, 15, 2, 26, 7] aims to identify the target person by free-form natural language. For example, Li et al. [20] and Chen et al. [3] calculate image-word affinity to explore the local-level relation between visual and textual spaces. Zheng et al. [37] and Zhang et al. [34] focus on the cross-modal objective function for learning joint embeddings. Chen et al. [2] learn the local association through a noun phrase reconstruction method using image regions. Sarafianos et al. [25] introduce an adversarial cross-modal learning framework to obscure the modality information. Recent studies [30, 15] employ auxiliary algorithms (i.e. pose estimation, human parsing) to disentangle feature space of a person into multiple spaces, which corresponds to different human parts. All aforementioned are fully supervised methods, where identity labeling is costly and time-consuming.

2.2. Unsupervised Person Re-Identification

Unsupervised Person Re-ID [38, 29, 21, 6, 10, 9, 22] focuses on learning discriminative features without identity annotations in target datasets. There are three main categories of methods: style transfer, clustering-based pseudo label estimation, soft label learning. The most related works are the clustering-based pseudo label estimation methods. For example, Song et al. [29] iteratively assign pseudo labels for unlabeled data based on an encoder, which are further utilized for training the encoder. Ge et al. [10] present a self-paced contrastive learning framework with hybrid memory. Different from unsupervised person Re-ID, the training set consisting of text-image pairs is given in weakly supervised text-based person Re-ID. Therefore, considering the pairwise relationship between textual and visual modalities, the proposed MPLR utilizes the clustering results in one modality to refine that in the other modality.

2.3. Weakly Supervised Text-Image Retrieval

There are only a few studies [27, 11] about the weakly supervised text-image retrieval problem. Patel et al. [27] leverage entire text articles and image captions to supervise the textual-visual embeddings in both the local and global levels. Gomez et al. [11] extract feature embeddings from images and the paired captions, which then are utilized to learn textual-visual joint embeddings. Different from the general text-image retrieval problem, identity information is critical to learn the identity-specific feature embedding for text-based person Re-ID. Therefore, CMMT leverages the pseudo labels for self-training in each modality and utilizes the Text-IoU score as similarity soft-labels to facilitate the cross-modal matching learning and the hard sample mining.
3. Cross-Modal Mutual Training

3.1. Notations and Definitions

In weakly supervised text-based person Re-ID, we are given a training dataset $X = \{I_i, T_i\}_{i=1}^N$, where $I_i$ is the $i$th image, $T_i$ denotes the $i$th textual description that pairs with $I_i$, $N$ is the number of text-image pairs. In contrast to fully supervised text-based person Re-ID, identity labels are not given. Based on these, our goal is to learn discriminative visual-semantic embeddings with only text-images pairs, so that we can search a person image from $X_{\text{gallery}} = \{I^g_j\}_{j=1}^{N^g}$ with $N^g$ images by a textual description $T^g$.

3.2. Overview

We propose CMMT to address the weakly supervised text-based person Re-ID problem. As shown in Figure 2, the textual embedding $f^t_i$ and the visual embedding $f^v_i$ are extracted by the textual encoder $f_\theta$ and the visual encoder $f_\phi$, respectively. In order to reduce in-class variations in both modalities, clustering is conducted to obtain preliminary pseudo labels for both textual and visual instances. The reliability criterion [10] is utilized to preserve the most reliable clusters, which measures the independence and compactness of clusters. The clustered textual and visual embeddings are denoted as $t^c = \{t^c_1, \cdots, t^c_{n^c}\}$ and $v^c = \{v^c_1, \cdots, v^c_{n^c}\}$, where $n^c$ and $n^v$ are the number of clustered instances in textual and visual modalities, respectively. The un-clustered textual and visual embeddings are denoted as $t^o = \{t^o_1, \cdots, t^o_{n^o}\}$ and $v^o = \{v^o_1, \cdots, v^o_{n^o}\}$, where $n^o$ and $n^v$ are the number of un-clustered instances in textual and visual modalities, respectively. We leverage memory banks, which are dynamically updated through the training phase, to provide cluster centroids and un-clustered instance features for both textual and visual modalities. The details of memory bank updating can be referred to the paper [10]. After that, CMMT leverages MPLR to mine the valuable un-clustered instances. Then the unsupervised identity learning is conducted based on the refined pseudo labels in both modalities. Moreover, the Text-IoU CMPM loss is proposed to mitigate the cross-modal matching ambiguity on the unpaired instances. Furthermore, Text-IoU HSM is presented in order to learn more discriminative textual-visual joint embeddings. In the rest of this section, we describe more details for each component individually.

Figure 2. Illustration of the Cross-Modal Mutual Training (CMMT) framework. To mitigate the effect of intra-class variations, CMMT utilizes a clustering method to obtain preliminary pseudo labels. The Mutual Pseudo Label Refinement (MPLR) module leverages the clustering results in one modality to refine that in the other modality through the pairwise relationship between textual and visual modalities. The contrastive losses $\mathcal{L}_M^c$ and $\mathcal{L}_V^c$ are employed to supervise the identity representation learning for corresponding modality. Text-IoU CMPM is employed to relieve the cross-modal matching ambiguity on unpaired textual-visual instances. Text-IoU HSM is proposed to learn discriminative visual-textual joint embeddings. The Text-IoU CMPM loss and the discriminative embedding learning loss are denoted as $\mathcal{L}_M$ and $\mathcal{L}_D$, respectively.
Cross-Modal Mutual Training

Consequently, we exploit the pairwise relationship between two modalities to learn discriminative features. Consistently, the clustering results in two modalities should be consistent due to the pairwise relationship. Therefore, our motivation loss is given by

$$L = \frac{1}{n} \sum_{i=1}^{n} \log \frac{\exp \left( \langle f_i^t, f_i^v \rangle / \sigma \right)}{\sum_{k=1}^{K} \exp \left( \langle f_i^t, c_k^t \rangle / \sigma \right) + \sum_{k=1}^{K} \exp \left( \langle f_i^v, t_k^v \rangle / \sigma \right)},$$

where $$f_i^t$$ and $$f_i^v$$ are the textual and visual features of instance $$i$$, respectively, and $$\sigma$$ is the temperature parameter. More specifically, if $$f_i^t$$ belongs to the $$k$$-th textual cluster, $$c_k^t$$ is the $$k$$-th textual cluster centroid. If $$f_i^t$$ is an un-clustered outlier, we would have $$f_i^+ = t_k^v$$ as the outlier instance feature corresponding to $$f_i^t$$. Additionally, we conduct L2-normalization for all the features before calculating the loss. Meanwhile, the contrastive loss for the visual modality can be defined similarly. Therefore, the overall contrastive loss is given by

$$L = L_C^t + L_C^v. \quad (2)$$

Different from unsupervised person Re-ID, our training set consists of text-image pairs. Therefore, our motivation is that, in the ideal case, the clustering results in two modalities should be consistent due to the pairwise relationship. However, the intra-class variations lead to the inconsistency. The un-clustered instances, whose paired instances are clustered, may be crucial to learn discriminative features. Consequently, we exploit the pairwise relationship between two modalities to refine the clustering results.

### 3.3. Intra-Modal Self-Training by Pseudo Labels

In order to resolve the intra-class variation problem, one straightforward yet sub-optimal solution is to apply unsupervised representation learning in textual and visual modalities [31, 12, 10]. For example, after the clustering, a contrastive loss is utilized to supervised the identity representation learning for both modalities. The contrastive loss for the textual modality is given by,

$$L_C^t = \frac{1}{n} \sum_{i=1}^{n} \log \frac{\exp \left( \langle f_i^t, f_i^+ \rangle / \tau \right)}{\sum_{k=1}^{K} \exp \left( \langle f_i^t, c_k^t \rangle / \tau \right) + \sum_{k=1}^{K} \exp \left( \langle f_i^t, t_k^v \rangle / \tau \right)}, \quad (1)$$

where $$f_i^t$$ indicates the positive class prototype corresponding to $$f_i^t$$, the temperature $$\tau$$ is empirically set as 0.05. More specifically, if $$f_i^t$$ belongs to the $$k$$-th textual cluster, $$c_k^t$$ is the $$k$$-th textual cluster centroid. If $$f_i^t$$ is an un-clustered outlier, we would have $$f_i^+ = t_k^v$$ as the outlier instance feature corresponding to $$f_i^t$$. Additionally, we conduct L2-normalization for all the features before calculating the loss. Meanwhile, the contrastive loss for the visual modality can be defined similarly. Therefore, the overall contrastive loss is given by

$$L_C = L_C^t + L_C^v. \quad (2)$$

Mutual Pseudo Label Refinement. To further suppress the intra-class variations in both modalities, we propose MPLR to mine valuable un-clustered instances, instead of simply discarding them. As shown in Figure 3, MPLR leverages clustering results in one modality to refine that in the other modality through the pairwise relationship between textual and visual modalities. The MPLR processes in textual and visual modalities are denoted as $$MPLR_{v \rightarrow t}$$ and $$MPLR_{t \rightarrow v}$$, respectively. For example, in $$MPLR_{v \rightarrow t}$$, for an un-clustered textual feature $$t^o_i$$, the paired visual instance $$v_i$$ can be found by

$$v_i = PIS(t^o_i), \quad (3)$$

where $$PIS(\cdot)$$ denotes the paired instance searching in the other modality. If the obtained paired visual instance is un-clustered $$v_i \in v^o$$, we keep $$t^o_i$$ un-clustered. In contrast, if $$v_i \in v^c$$, the nearest instance can be obtained by

$$v_i^c = \arg \max_{v_i^c \in C^t_k, v_i^c \notin U_k^v} \langle v_i, v_i^c \rangle, \quad (4)$$

where $$k$$ denotes the index of a cluster, $$C^t_k$$ is the set of all the visual instances of the cluster that $$v_i$$ belongs to, $$U_k^v$$ is a set that initialized to $$\{v_i\}$$, $$\langle \cdot, \cdot \rangle$$ denotes the inner product between two feature vectors to measure their similarity. Then, for the obtained $$v_i^c$$, the paired textual instance $$t_i$$ can be found by

$$t_i = PIS(v_i^c), \quad (5)$$

If $$t_i \in t^o$$, we add the un-clustered textual feature $$t^o_i$$ to the cluster $$C^t_k$$ that $$t_i$$ belongs to, which is given by

$$C^t_k \leftarrow [C^t_k, t^o_i], \quad (6)$$

where $$[\cdot, \cdot]$$ denotes the process of merging the latter to the former. If $$t_i \in t^c$$, the process returns to Equation 4 and the original nearest instance $$v_i^c$$ is added to $$U_k^v$$ until $$C^t_k = U_k^v$$. Note that $$C^t_k = U_k^v$$ represents the paired textual instances of the visual instances in $$C^v_k$$ are all un-clustered. If $$C^v_k = U_k^v$$, we create a new textual cluster for $$t^o_i$$ by

$$C^t_{n^t+1} \leftarrow [t_i, t_i], \quad (7)$$

where $$n^t$$ is the number of clusters in the textual modality and it is updated by $$n^t \leftarrow n^t + 1$$ if a new cluster is created. During MPLR, all the un-clustered instances in both modalities are traversed.

### 3.4. Text-IoU Guided Cross-Modal Projection Matching

As shown in Figure 1(d), it is unable to assign positive or negative labels when learning the cross-modal matching in weakly supervised text-based person Re-ID. This leads to the cross-modal ambiguity problem. A straightforward method is utilizing textual embeddings or visual embeddings to calculate similarity soft-labels when conducting the
A woman wearing a pair of brown shorts, a pair of white shoes, a red shirt and a pair of white shoes.

A woman in a blue shirt, a black skirt and a pair of white shoes.

Figure 4. Illustration of the calculation process of Text-IoU. First, the Noun Phrase Extraction (NPE) is conducted to obtain the set of noun phrases. Second, the sets of the intersection and the union of two phrases can be collected. Third, we calculate the Text-IoU score by dividing the element number of the intersection by the element number of the union.

cross-modal matching learning. However, there is still a number of outlier instances, which lead to inferior similarity soft-labels, especially in the beginning of the training phase. To resolve this problem, we propose the Text-IoU CMPM loss.

Cross-Modal Projection Matching. The traditional cross-modal projection matching, which incorporates the cross-modal projection into the KL divergence measure to associate the representations across different modalities, is given by,

$$p_{i,j} = \frac{\exp \left( t_i, \bar{v}_j \right)}{\sum_{k=1}^{B} \exp \left( t_i, \bar{v}_k \right)} ,$$

where the visual embedding is first normalized by $\bar{v}_j = \frac{v_j}{\|v_j\|}$, $B$ denotes the batch size, and the probability $p_{i,j}$ represents the proportion of this inner product among all inner products between pairs in a batch. Thus, the more similar the textual embedding is to the visual embedding, the larger the inner product is.

Text-IoU. In order to supervise the cross-modal projection matching under the lack of identity supervision, we introduce Text-IoU to assign the similarity soft-labels. Text-IoU measures the similarities in the phrase level among textual instances. For example, there are two text-image pairs $\{I_i, T_i\}$ and $\{I_j, T_j\}$, which can be encoded as visual and textual embeddings $\{f^v_i, f^t_i\}$ and $\{f^v_j, f^t_j\}$ after the forward propagation. Our motivation is that, if two textual descriptions are originated from the same person, the noun phrases in these two descriptions are always the same or synonymous. Therefore, as shown in Figure 4, for the given textual description $T_i$, we utilize NLTK [24] to extract the noun phrase, which is given by

$$P_i = NPE(T_i) = \{p_1, \cdots, p_{m_i}\} ,$$

where $NPE$ represents the noun phrase extraction, and $m_i$ denotes the number of noun phrases in the textual description $T_i$. Therefore, Text-IoU can be defined by

$$IoU^t_{i,j} = \frac{|P_i \cap P_j|}{|P_i \cup P_j|} ,$$

where $|P_i \cap P_j|$ is the number of the same noun phrases and the synonymous noun phrases between $P_i$ and $P_j$, and $|P_i \cup P_j|$ is the total number of phrases in the union of $P_i$ and $P_j$.

Text-IoU Guided Cross-Modal Projection Matching Loss. Text-IoU can be utilized as the similarity soft-label, which is then normalized by

$$q_{i,j} = \frac{IoU^t_{i,j}}{\sum_{k=1}^{B} (IoU^t_{i,k})} .$$

The Text-IoU CMPM loss that associates $f^v_i$ with the correctly matched visual features is then defined as the KL divergence from the true matching distribution $q_i$ to the probability of matching $p_i$. For each batch, the Text-IoU CMPM loss is defined by

$$L_M = -\frac{1}{B} \sum_{i=1}^{B} \sum_{j=1}^{B} p_{i,j} \log \left( \frac{p_{i,j}}{q_{i,j} + \epsilon} \right) ,$$

where $\epsilon$ is a very small number for preventing division by zero.

3.5. Text-IoU Guided Hard Sample Mining

Text-IoU HSM is proposed to learn the discriminative textual-visual joint embeddings, which consists of Text-IoU Guided Cross-Modal Hard Sample Mining (Text-IoU CHSM) and Text-IoU Guided Intra-Modal Hard Sample Mining (Text-IoU IHSM).

Text-IoU Guided Cross-Modal Hard Sample Mining. If the textual-visual features $\{f^v_i, f^t_i\}$ has high cross-modal feature similarity $\langle f^v_i, f^t_i \rangle$, the pair is a cross-modal similar pair. Inspired by the Multilabel Reference Learning [33], we assume that if the corresponding textual descriptions of a similar pair has high Text-IoU scores, it is probably a positive pair. Otherwise, it is probably a hard negative pair. Therefore, hard negative pairs can be mined by considering both the cross-modal feature similarity and the Text-IoU score. Specifically, the similar pairs are defined as the $pM$ pairs that have the highest feature similarities among all the $M = N \times (N-1)/2$ pairs within the training dataset, where $p$ is a mining ratio. If a similar pair $\langle f^v_i, f^t_i \rangle$ is among the top $pM$ pairs with the highest Text-IoU scores, we assign $(i,j)$ to the positive set $P$. Otherwise, we assign it to the hard negative set $N$. Formally, we construct

$$P = \{(i,j) | \langle f^v_i, f^t_i \rangle \geq Q, IoU^t_{i,j} \geq R \}$$

$$N = \{(k,l) | \langle f^v_k, f^t_l \rangle \geq Q, IoU^t_{k,l} < R \}$$
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where $Q$ is the inner product of the $pM$-th pair after sorting $M$ pairs in a descending order, and $R$ is the threshold value for the Text-IoU score. Then the Text-IoU Guided Cross-Modal Discriminative Embedding Learning loss can be formulated by

$$
\mathcal{L}^C_D = - \log \frac{\mathcal{P}}{\mathcal{P} + \mathcal{N}},
$$

where

$$
\mathcal{P} = \frac{1}{|\mathcal{P}|} \sum_{(i,j) \in \mathcal{P}} \exp(-||f^i - f^j||^2_2),
$$

$$
\mathcal{N} = \frac{1}{|\mathcal{N}|} \sum_{(k,l) \in \mathcal{N}} \exp(-||f^k - f^l||^2_2).
$$

By minimizing $\mathcal{L}^C_D$, we learn a discriminative textual-visual joint embedding. Note that $\mathcal{P}$ and $\mathcal{N}$ are constructed dynamically with up-to-date feature embeddings in every batch during model learning, and $M$ is simply replaced by $M_{\text{batch}} = B \times (B - 1)/2$ in this case.

Text-IoU Guided Intra-Modal Hard Sample Mining. Similarly, we can mine the intra-modal hard samples (i.e., $(f^i, f^j)$) in each individual modality through the same way, where Text-IoU is still utilized as the criterion of positive/negative pairs. Therefore, the losses of the Text-IoU Guided Intra-Modal Discriminative Embedding Learning for textual and visual modalities can be defined as $\mathcal{L}^T_D$ and $\mathcal{L}^V_D$. The overall discriminative embedding learning loss is given by

$$
\mathcal{L}_D = \mathcal{L}^C_D + \mathcal{L}^T_D + \mathcal{L}^V_D.
$$

3.6. Overall Loss

By combining the losses defined above, the final objective of CMMT is formulated as:

$$
\mathcal{L}_{\text{overall}} = \mathcal{L}_C + \alpha \mathcal{L}_M + \beta \mathcal{L}_D,
$$

where $\alpha$ and $\beta$ aim to control the relative importance of $\mathcal{L}_M$ and $\mathcal{L}_D$, respectively.

4. Experiment

In this section, we first describe the dataset and settings for evaluation. Then we compare our approach with the state-of-the-art methods and conduct the ablation studies. Finally, we show the qualitative results of our method.

4.1. Experimental Setting

Dataset. The CUHK-PEDES dataset is currently the only dataset for text-based person Re-ID. We follow the same data split as [20]. The training set has 11003 identities, 34054 images and 68126 textual descriptions. The test set has 1000 identities, 3074 images and 6156 textual descriptions. Note that, although the identity labels are available in the training set, we do not use them in our method.

Evaluation protocols. We adopt Rank@K (K = 1, 5, 10) to evaluate the performance. Given a query description, all the test images are ranked by their similarities with the query. A successful search is achieved if top-k images contain the corresponding identity.

Implementation Details. In our experiments, we set the textual encoder $f_\theta$ as Bi-LSTM [28] with one hidden layer. And both the dimensions of the hidden layer and the feature space are 1024. Meanwhile, the visual encoder $f_\phi$ is set as ResNet-50 [13] pre-trained on the ImageNet classification task. We use DBSCAN [5] for preliminary clustering before each epoch. Parameters for the final loss function are $\alpha = 0.8$ and $\beta = 0.9$. The mining ratio $p$ is set to 3‰. The model is optimized with the Adam [17] optimizer, with a learning rate of 0.00032. It is decayed by 0.1 after 20 epochs. The batch size is set to 128, and the training stops at 50 epochs.

4.2. Comparisons with the State-of-the-Arts

We first compare the proposed approach with the existing methods on the CUHK-PEDES dataset. Since existing methods are not specifically designed for weakly supervised text-based person Re-ID, we select two groups of the compared methods, including fully-supervised approaches proposed for text-based person Re-ID and weakly supervised models for text-image retrieval, as listed in Table 1. Additionally, for the second group, we try our best to implement MM-TIM [11], and CMPM [34]) with two state-of-the-art unsupervised person Re-ID methods (i.e., SpCl [10] and MMT [9]).

Comparison with the fully-supervised text-based Re-ID methods. As shown in Table 1, we compare the proposed
CMMT with the fully-supervised methods, which are supervised by identity annotations. We just copy and paste the results from these papers. The results show that ViTAA is superior among these methods. For example, ViTAA achieves 55.97% Rank-1 accuracy, 75.84% Rank-5 accuracy, and 83.52% Rank-10 accuracy, which outperforms the previous methods. This is because ViTAA leverages global and local features on both visual and textual modalities to improve the cross-modal feature alignment, and an auxiliary segmentation layer is employed for the knowledge distillation on the local level. Even compared with the fully-supervised methods, our method shows the best performance. For example, CMMT outperforms ViTAA by 1.13% Rank-1 accuracy, 2.30% Rank-5 accuracy, and 1.71% Rank-10 accuracy. It indicates that CMMT can learn the discriminative textual-visual joint embeddings without identity annotations.

Comparison with the weakly supervised text-image retrieval methods. MM-TIM simply performs the cross-modal matching without learning the discriminative identity features. CMPM + MMT and CMPM + SpCL perform self-training in textual and visual modalities, and all the textual-visual instances (except the paired ones) are treated as negatives when performing cross-modal matching. As shown in Table 1, without the supervision of identity labels, they are not comparable with the fully-supervised methods. For example, CMPM + SpCL reaches 51.13% Rank-1 accuracy, 71.54% Rank-5 accuracy, and 80.03% Rank-10 accuracy. Our method surpasses CMPM + SpCL by a large margin with 57.10% Rank-1 accuracy, 78.14% Rank-5 accuracy, and 85.23% Rank-10 accuracy. This is because our proposed CMMT explicitly utilizes the textual-visual pairwise relationship and Text-IoU to facilitate cross-modal identity-specific representation learning.

4.3. Ablation Studies

Contributions of Individual Components. In Table 2, we evaluate the contributions of three components to the full model. For the baseline method, all the textual-visual instances (except their paired ones) are set to be negative during training when training the cross-modal matching. Additionally, we try to build a baseline with high performance to demonstrate the effectiveness of our proposed modules because of the high baseline performance of ViTAA (global branch) [30]. The results show that all of our proposed components are effective on their own. For example, the baseline with MPLR outperforms the baseline method by 2.15% Rank-1 accuracy, 3.13% Rank-5 accuracy, and 2.18% Rank-10 accuracy. Text-IoU CMPM further contributes the improvement of 2.31% Rank-1 accuracy, 2.07% Rank-5 accuracy, and 1.48% Rank-10 accuracy. Moreover, when combined all the components, the best performance is achieved. This validates our design consideration in that they are complementary and should be combined.

Analysis of MPLR. As shown in Table 3, we conduct the ablation study of MPLR, which consists of MPLR_{t \rightarrow v} and MPLR_{v \rightarrow t}. We observe that both MPLR_{t \rightarrow v} and MPLR_{v \rightarrow t} contribute to the performance of MPLR. This validates the effectiveness of MPLR_{t \rightarrow v} and MPLR_{v \rightarrow t}. For example, if MPLR_{t \rightarrow v} is removed, the Rank-1, Rank-5, and Rank-10 accuracies are reduced by 1.14%, 1.66%, and 1.07%, respectively.

Analysis of Text-IoU CMPM. To resolve the cross-modal matching ambiguity problem, a straightforward method is setting the inner product of textual embeddings (TE) and visual embeddings (VE), respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMMT</td>
<td>57.10</td>
<td>78.14</td>
<td>85.23</td>
</tr>
<tr>
<td>CMMT (w/o MPLR_{t \rightarrow v})</td>
<td>56.03</td>
<td>76.75</td>
<td>84.03</td>
</tr>
<tr>
<td>CMMT (w/o MPLR_{v \rightarrow t})</td>
<td>55.96</td>
<td>76.48</td>
<td>84.16</td>
</tr>
<tr>
<td>CMMT (w/o MPLR)</td>
<td>54.92</td>
<td>75.08</td>
<td>83.02</td>
</tr>
</tbody>
</table>

Table 3. Analysis of the Mutual Pseudo Label Refinement (MPLR) module. MPLR consists of MPLR_{t \rightarrow v} and MPLR_{v \rightarrow t}.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE CMPM</td>
<td>50.15</td>
<td>70.37</td>
<td>79.40</td>
</tr>
<tr>
<td>VE CMPM</td>
<td>48.59</td>
<td>67.25</td>
<td>76.78</td>
</tr>
<tr>
<td>Text-IoU CMPM</td>
<td>57.10</td>
<td>78.14</td>
<td>85.23</td>
</tr>
</tbody>
</table>

Table 4. Analysis of the Text-IoU CMPM loss. The first method and the second method calculate similarity soft-labels by the inner product of textual embeddings (TE) and visual embeddings (VE), respectively.
A man wearing a blue and white stripe tank top, a pair of green pants and a pair of pink shoes.
The man is wearing a blue and white striped tank top and green pants. He has pink headphones around his neck.
The man is wearing a black and white striped tank with green leggings and pink headphones around his neck.

Figure 5. Qualitative Results of the proposed CMMT on the CUHK-PEDES dataset. In each group, we show the top-5 rank galley images for each query text. Both red rectangles and blue rectangles represent the correct retrieval results. The former indicates the paired image of the query text. The latter represents the unpaired image of the query text.

Table 5. Analysis of the Text-IoU HSM method. Text-IoU HSM consists of Text-IoU CHSM and Text-IoU IHSM.

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMMT</td>
<td>57.10</td>
<td>78.14</td>
<td>85.23</td>
</tr>
<tr>
<td>CMMT (w/o Text-IoU CHSM)</td>
<td>56.02</td>
<td>77.05</td>
<td>84.12</td>
</tr>
<tr>
<td>CMMT (w/o Text-IoU IHSM)</td>
<td>56.42</td>
<td>77.49</td>
<td>84.56</td>
</tr>
<tr>
<td>CMMT (w/o Text-IoU HSM)</td>
<td>55.59</td>
<td>76.74</td>
<td>83.69</td>
</tr>
</tbody>
</table>

which leads to inferior similarity soft-labels. Then the network may fall to the local optimality. These results validate the effectiveness of our proposed Text-IoU CMPM.

Analysis of Text-IoU HSM. As shown in Table 5, the ablation study of Text-IoU HSM is conducted, which consists of Text-IoU CHSM and Text-IoU IHSM. The results show that both Text-IoU CHSM and Text-IoU IHSM are beneficial to the performance of Text-IoU HSM, especially Text-IoU CHSM. For example, if Text-IoU CHSM is removed, the Rank-1, Rank-5, and Rank-10 accuracies are less by 1.08%, 1.09%, and 1.11%, respectively.

Influence of Parameters. We evaluate two key parameters in our modeling, the loss weights $\alpha$ and $\beta$ in Equation 16. As shown in Figure 6, the performance peaks at $\alpha = 0.8$ and $\beta = 0.9$. When $\alpha$ and $\beta$ are set between 0.6 and 1.0, and 0.5 and 1.0, respectively, the performance does not change dramatically, which indicates that CMMT is insensitive to the $\alpha$ and $\beta$ in the value ranges.

4.4. Qualitative analysis

We conduct a qualitative evaluation for our proposed CMMT. Figure 5 shows six person Re-ID results with natural language descriptions by CMMT. We can conclude that: 1) As shown in the first column, different textual descriptions of the same identity retrieve similar person images. Meanwhile, as shown in the second column, one textual description can retrieve the images regardless of variations such as camera-view, low illumination, etc. It indicates the proposed CMMT suppresses the intra-class variations in both textual and visual modalities. 2) The CMMT can retrieve both the paired image and the unpaired image. It is because CMMT leverages Text-IoU CMPM to solve the cross-modal matching ambiguity.

5. Conclusions

We have considered a new text-based person Re-ID challenge: weakly supervised text-based person Re-ID. To address its particular challenges, we have proposed CMMT, which mainly consists of MPLR, Text-IoU CMPM, and Text-IoU HSM. MPLR and Text-IoU CMPM are specifically designed to address the problems caused by the intra-class variations and the cross-modal matching ambiguity. Moreover, Text-IoU HSM is further presented to learn more discriminative textual-visual joint embeddings. We have conducted extensive experiments on the CUHK-PEDES dataset and demonstrated the effectiveness of the proposed model, which outperforms existing text-based person re-identification methods.
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