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Abstract

Lensless cameras provide a framework to build thin
imaging systems by replacing the lens in a conventional
camera with an amplitude or phase mask near the sen-
sor. Existing methods for lensless imaging can recover the
depth and intensity of the scene, but they require solving
computationally-expensive inverse problems. Furthermore,
existing methods struggle to recover dense scenes with large
depth variations. In this paper, we propose a lensless imag-
ing system that captures a small number of measurements
using different patterns on a programmable mask. In this
context, we make three contributions. First, we present a
fast recovery algorithm to recover textures on a fixed num-
ber of depth planes in the scene. Second, we consider the
mask design problem, for programmable lensless cameras,
and provide a design template for optimizing the mask pat-
terns with the goal of improving depth estimation. Third,
we use a refinement network as a post-processing step to
identify and remove artifacts in the reconstruction. These
modifications are evaluated extensively with experimental
results on a lensless camera prototype to showcase the per-
formance benefits of the optimized masks and recovery al-
gorithms over the state of the art.

1. Introduction
Lensless cameras have traditionally been developed and

used for imaging high-energy radiations such as X-ray and
Gamma ray, where fabricating lenses is either extremely
expensive or physically unrealizable [8, 9, 12]. In the
last few years, such lensless cameras have been proposed
for imaging in visible and infrared wavebands as well;
here, the absence of the lens provides advantages in thin
form-factor imaging [5,6], better depth-of-field tradeoffs in
microscopy [1, 2], reduced cost in infrared/multi-spectral
imaging [20, 24], and provides the ability to do inference
from coded measurements [24, 29].

Depth estimation is an integral part of lensless imaging.
The basic principle of a lensless camera is that the sensor
records the summation of the measurements associated with
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Figure 1: Examples of two 3D scenes reconstructed at different depth
planes from eight sensor measurements using SweepCam [16] and our pro-
posed method.

the scene points. Each scene point casts its own unique sen-
sor measurement, depending on its three-dimensional (3D)
spatial location and radiance. Thus, the 3D scene informa-
tion is encoded in the sensor measurements, but its recovery
requires us to solve a nonlinear inverse problem. Further, it
is important to model this depth dependence in the mea-
surements especially since ignoring it results in significant
reduction in the quality of reconstructions.

Existing methods for 3D lensless imaging can be divided
into two categories. One category of methods estimate the
3D scene with a single image measurement [1, 2, 4, 7, 33].
These methods jointly estimate the image and depth map
of a 3D scene by solving an optimization problem using
iterative techniques. Since the number of variables to be es-
timated is much larger than the number of measurements,
the recovery problem is severely under-determined and the
methods rely on some prior knowledge about the 3D scene.
For instance, [2] assumes that 3D volume is sparse and
solves an ℓ1 norm-based optimization problem to estimate
a 3D image. Another drawback of these optimization-based
methods is their large computational cost and run time.
The second category of methods capture multiple measure-
ments, each with a different mask, which makes the 3D
recovery of dense scenes possible [16, 32]. The most re-
lated work that concerns designing mask patterns for multi-
ple measurements is SweepCam [16], which captures multi-
ple measurements of the same scene using a programmable,
shifting mask and estimates one plane in the 3D scene at a
time. The recovery of a single plane is much faster than
joint recovery of the entire 3D scene, but the number of
mask patterns needed to achieve artifact-free reconstruction
of a single depth plane can be large (in the range of 100–
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400). Our proposed method falls in the second category,
but instead of estimating a single plane, we recover the 3D
scene at multiple depth planes jointly from a smaller num-
ber of measurements, using a simple algorithm. A compar-
ison of our method and SweepCam is shown in Figure 1 for
the recovery of two 3D scenes using eight sensor measure-
ments.

The proposed algorithm exploits the well-known fact
that convolutional systems are diagonalized in the Fourier
domain. Given that the measurement operator associated
with each scene depth is well-approximated as a convo-
lution, we show that the joint depth and image recovery
problem can be significantly simplified when we model the
scene intensities in the spatial frequency domain. Hence,
instead of solving a single large linear system for image in-
tensity across all of the depth planes, we solve several small
linear systems in parallel, with each system associated with
a different frequency coefficient.

To further improve the quality of estimated image planes,
we implement the forward imaging operation and the recov-
ery algorithm as a differentiable network and optimize over
the mask patterns to minimize the reconstruction loss. We
validate in real experiments that the learned mask patterns
provide significantly better estimates of image planes for a
variety of scenes compared to other commonly used mask
patterns. Finally, we train a neural network to remove any
artifacts in the estimated planes and convert them into an
all-in-focus image and a continuous-valued depth map.

Contributions. The main contributions of this paper are
as follows.
• We present a fast algorithm to recover multi-plane im-

ages for the 3D scene from lensless measurements in the
Fourier domain.

• We implement a multi-plane lensless camera and Fourier-
domain recovery algorithm as a differentiable network to
optimize mask patterns for the lensless camera.

• We train a neural network to map the estimated multi-
plane images into an all-in-focus image and a continuous-
valued depth map.

• We built a prototype lensless camera with a pro-
grammable mask and report several experiments to val-
idate our proposed methods and a comparison with exist-
ing methods.

Limitations. Despite the advantages listed above, the
mask-based lensless camera that we propose here has some
limitations. One main limitation, common to many lensless
cameras, is the light throughput and limited dynamic range
of the sensor. A second set of limitations stem from the
assumption of the convolutional model, a common assump-
tion in 3D lensless imaging work. The convolutional model
fails to account for small sensor area that crop the measure-

ments, non-Lambertian scenes, and the sensor’s angular re-
sponse. In our experiments, we observe some artifacts in
those scenarios, but they are usually local; for example, ar-
tifacts from sensor cropping only affect image boundaries
and specular reflections only produce artifacts in local re-
gions, and do not affect other parts of images. Finally, we
assume the scene is static in the duration that multiple mea-
surements are captured. However, this work significantly
reduces the number of measurement required, and hence
the duration in which the scene is required to be static, com-
pared to previous methods [16].

2. Related Work
A pinhole camera is a classical example of lensless imag-

ing. FlatCam [5] is an extended version of a pinhole cam-
era that uses a mask that has multiple pinholes. The sensor
captures linear measurements of the scene and the system
requires careful calibration and computational algorithm to
reconstruct the target scene. The lensless imaging system
underlying FlatCam has been used in face detection [29],
privacy protection [23] and fluorescence microscopy [1].
Recently, deep learning-based recovery methods have also
been introduced for FlatCam in [17].

In contrast to FlatCam, where an amplitude mask is used,
DiffuserCam [2] places a phase mask on top of the sensor.
The imaging system exploits the shift-invariant property of
the PSF and models the measurements as the convolution
between the scene and corresponding PSF. DiffuerCam has
also been used to recover other types of high-dimensional
signals, such as video [3] and hyperspectral images [20].
Methods for learning-based approaches have been intro-
duced in [21].

Algorithms for depth estimation or 3D image reconstruc-
tion with a single mask-based FlatCam and DiffuserCam
can be divided into two categories. One approach solves a
sparse recovery problem based on a 3D grid [1, 2]. These
methods are often used to recover sparse images in fluores-
cence microscopy where all the light point sources in the
field of view can be detected by the sensor. The main draw-
back of these iterative 3D reconstruction algorithms is that
they often require large time and space complexity for re-
covery. The other approach jointly estimates the image in-
tensity and depth of every point/angle in the image [4, 33].
These methods assume angular sampling of 3D scenes in
which only one light source exists at every angle and a
greedy or nonlinear optimization algorithm to estimate the
intensity and the depth map of the 3D scene.

SweepCam [16] is an extension to FlatCam that recon-
structs image texture and depth map using multiple sensor
measurements captured by shifting the mask pattern. The
shifting mask pattern provides a depth-dependent disparity
of different planes in the 3D scene for every measurement
instance, which makes it possible to recover a focused im-
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Figure 2: An overview of the proposed method. The lensless camera captures multiple measurements with a programmable mask. We reconstruct multiple
depth planes in the 3D scene by solving multiple small systems of equations in parallel (one for each frequency component). Using the recovery algorithm
as a differentiable function, we learn the mask patterns to improve the estimates of image planes. We further refine the estimated image planes and convert
them into an all-in-focus image and the depth map using a trained refinement network.

age for a specific depth plane. SweepCam reconstructs one
depth at a time and generates depth map using local contrast
information of reconstructed depth planes. The main disad-
vantage of SweepCam is that it requires a very large number
of sensor measurements, often in hundreds, to recover the
depth planes without artifacts. In this paper, we use a sim-
ilar imaging setup as SweepCam [16] but use only eight to
ten sensor measurements to recover the depth planes jointly.

Several methods for joint design of optics and recon-
struction algorithms have been recently proposed in [7, 10,
19, 27, 28, 30, 31]. The main design principle is to repre-
sent sensor measurements as a differentiable function of the
scene image and reconstruction of image as a differentiable
neural network, after which parameters for the optical el-
ements and the neural network can be learned jointly in an
end-to-end manner. In our proposed framework, we recover
3D scene as a regularized least squares problem that has a
closed-form solution. The main motivation for using a sim-
ple solver instead of training a deep network for reconstruc-
tion is to build a well-conditioned system that is generaliz-
able to arbitrary scenes. We then train a separate refinement
network that maps the estimated multi-plane images to an
all-in-focus image and a continuous-valued depth map.

3. Methods

3.1. Multi-Plane Lensless Imaging Model

We introduce the model underlying our lensless imager,
where 3D scenes are represented using multi-plane im-
ages. Under some mild conditions on the scene and sen-
sor sizes, we can represent sensor measurements as a sum-
mation of every scene plane convolved with its respective
depth-dependent point spread function (PSF). The PSF de-
pends on the mask pattern, which we can change to capture
multiple sensor measurements and recover the 3D scene.

Let us assume that our lensless camera consists of a pro-
grammable amplitude mask placed at a distance d from a

planar sensor array. Let us further assume that the sensor
is placed at the origin of a Cartesian coordinate system in-
dexed by (u, v, z), where (u, v) denotes the horizontal and
vertical coordinates and z denotes the depth. In a mask-
based lensless camera, every sensor pixel records a linear
combination of light coming from all points in the 3D scene.
Let us assume that light rays originating from scene point
(u, v, z) have same effective brightness l(u, v, z) with re-
spect to every sensor pixel. Suppose we use an amplitude
mask whose attenuation at (u, v) in the mask plane is rep-
resented as φ(u, v). Under these assumptions, the sensor
measurement recorded at pixel (u, v) is given as

y(u, v) =

∫
z

[∫
u0,v0

l(u0, v0, z)φ (ũ, ṽ) du0dv0

]
dz, (1)

where ũ = z−d
z u + d

zu0, ṽ = z−d
z v + d

z v0. A simple
derivation shows that the inner integration in (1) for a fixed z
can be represented as a convolution of two functions [2,16]:

y(u, v) =

∫
z

[∫
u0,v0

lz(u0, v0)φz(u− u0, v − v0)du0dv0

]
dz

=

∫
z

[lz ∗ φz](u, v)dz, (2)

where lz(u, v) = l(d−z
d u, d−z

d v) denotes the scene plane at
depth z and φz(u, v) = φ( z−d

z u, z−d
z v) denotes the PSF

for any point at depth z.
Let us assume that the sensor array has M pixels on

a uniform grid. By discretizing the system in (2) along
(u, v, z), we can write the sensor measurements as a sum-
mation of 2D linear convolutions:

y =
∑
z

φz ∗ lz + e, (3)

where y denotes an array with M sensor measurements
y(u, v), lz denotes image-plane intensity values lz(u, v),
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φz denotes the PSF for depth z, and e denotes the sensor
noise. For the ease of exposition, we ignore the additive
noise term in the equations below, but we include noise in
our experiments. If the sensor size is large enough so that
the response of every light source in the scene is completely
recorded by the sensor, then we can treat the linear convo-
lution in (3) as circular convolution. We can diagonalize the
system in (3), using the convolution theorem, as

F(y) = F(φz)⊙F(lz) ⇒ Y =
∑
z

Φz ⊙ Lz, (4)

where F(·) denotes the 2D Fourier transform operator, Y,
Φz , and Lz denote 2D Fourier transforms of y, φz and lz ,
respectively, and ⊙ denotes an element-wise multiplication
operator. All the arrays in (4) have M entries.

Since we use a programmable mask, we can capture mul-
tiple measurements of the scene using different mask pat-
terns. Let us represent the sensor measurements captured
using kth mask pattern as

yk =
∑
z

φk
z ∗ lz

F−→ Yk =
∑
z

Φk
z ⊙ Lz. (5)

3.2. Fast Algorithm for Multi-Plane Reconstruction

In this section, we discuss a Fourier-domain algorithm to
recover 3D scene using multiple lensless measurements in
(5). This method is an adaptation of the classical frequency-
domain multi-channel deconvolution method [13] to the
lensless imaging setup. Let us assume that we are given
K sensor measurements as yk for k = 1, . . . ,K. Let us
further assume that the 3D scene consists of D planes rep-
resented as l1, . . . , lD. To simplify the notation, we will use
φ1, . . . ,φD to denote PSFs for different depths. To recover
the image planes in the Fourier domain, we can solve the
following regularized least-squares problem:

min
L1,...,LD

∑
k

∥Yk −
∑
z

Φz ⊙ Lz∥2F + τ
∑
z

∥Lz∥2F , (6)

which involves solving for MD unknowns using MK mea-
surements and can be computationally expensive to solve
for large values of M , K, and D.

Fortunately, we can simplify the recovery problem by
separating the optimization problem in (6) into M indepen-
dent problems, each defined over a single frequency coef-
ficient in all the depth planes. Note that because of the di-
agonal structure in the Fourier domain, we can separate the
measurements for a frequency coefficient ωm asY1(ωm)

...
YK(ωm)

 =

Φ1
1(ωm) . . . Φ1

D(ωm)
...

. . .
...

ΦK
1 (ωm) . . . ΦK

D (ωm)


L1(ωm)

...
LD(ωm)

. (7)

We can rewrite this system in a compact form as

Yωm
= Φωm

Lωm
, (8)

Yωm is a complex vector of length K, Φωm is a K × D
complex matrix, and Lωm is the unknown vector of length
D. The original optimization problem can be written as a
summation of M independent optimization problems as

min
Lω1

,...,LωM

∑
ωm

∥Yωm
−Φωm

Lωm
∥2F + τ∥Lωm

∥2F . (9)

The solution for any ωm can be written in a closed-form as

L̃ωm = (Φ∗
ωm

Φωm + τI)−1Φ∗
ωm

Yωm , (10)

which we can compute by either directly inverting the D ×
D matrices or using an iterative method such as conjugate
gradients [15]. Since the computations for all the ωm are
independent of one another, we can solve (10) in parallel,
which provides a fast recovery algorithm. To recover the
3D image planes, we can apply inverse Fourier transform on
reconstructed frequency-domain depth planes. In practice,
we adjust τ for each ωm according to the Frobenius norm
of the corresponding system matrix. Our method recovers
multiple image planes from multiple measurements using
a closed-form solution. In fact, if K = D = 1, then our
method is equivalent to the standard Wiener deconvolution.

Practical considerations. To ensure stable recovery of
arbitrary 3D scenes, we desire the matrices in (10) to be in-
vertible for all frequencies ωm. In practice, we can resolve
this issue in two ways. First, the energy of the Fourier coef-
ficients for natural images is mostly concentrated at a small
number of frequencies; therefore, we can recover the image
planes reliably as long as the matrices corresponding to the
significant frequencies are well-conditioned. In Sec. 3.3,
we discuss an approach to improve the conditioning of the
system and the estimation of the image planes by optimiz-
ing the mask patterns. Second, even though the invertibility
condition requires the number of depth planes (D) to be at
most the number of mask patterns (K), we have the flex-
ibility to choose which depth planes to recover. We can
adjust the location of depth planes according to the scene or
select the depth planes that provide the best recovery per-
formance. In our experiments, we observed that sampling
depth planes uniformly in α = 1 − d

z parameter provides
best reconstruction, where α ∈ [0, 1] maps to z ∈ [d,∞].

Relation to existing methods. In our proposed method,
we use multiple mask patterns to recover multiple depth
planes in a 3D scene. Recovery of a 3D scene using a single
mask pattern (K = 1) is possible, but it remains a chal-
lenging problem. Existing methods for 3D lensless imaging
from a single sensor image either assume sparse prior on the
3D scene and solve an ℓ1-regularized problem over the 3D
volume [2,6] or solve a nonlinear inverse problem to jointly
recover the intensity and depth of scene [4, 33]. Both of
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which are computationally expensive. SweepCam [16] re-
cover a single depth plane using a “focusing” operation. We
can show that the focusing operation for a shifting mask pat-
tern in SweepCam is equivalent to solving the system in (7)
for one depth at a time in the frequency domain. Mathemat-
ically, it is equivalent to estimating a single frequency ωm

for plane at depth z, which can be written as the following
scalar equation:

L̃z(ωm) =

∑
k Φ

k
z(ωm)∗Yk(ωm)

(
∑

k Φ
k
z(ωm)∗Φk

z(ωm) + τ)
. (11)

In the experiment section, we present a detailed comparison
between the performance of our proposed method, depth
pursuit in [4], and SweepCam [16]; our results demonstrate
that our method outperforms existing methods.

3.3. Learning Mask Patterns

To improve the quality of estimated image planes, we op-
timize the mask patterns by implementing the multi-plane
image recovery algorithm as a differentiable network. We
build a computation graph that implements the imaging
model in (5) and the fast recovery algorithm, as illustrated
in Figure 2. The optimization variable is a K×Pu×Pv ten-
sor that has K mask patterns each of size Pu×Pv (we used
Pu = Pv = 63 in our experiments). We minimize the mean
squared error (MSE) between the input and reconstructed
image planes with respect to the mask patterns via back-
propagation. We use 50 scenes from NYU [22] dataset as
training data to optimize the masks.

To implement the imaging model in (5), we first perform
linear interpolation to compute the PSF of every mask for
D predefined depth planes that are uniformly sampled along
α = 1− d

z . This provides us a K ×D ×Mu ×Mv tensor,
where Mu×Mv is the size of the sensor (i.e., M = MuMv).
Then we generate sensor measurements for given training
image planes using the convolution model in (5). We add
independent instances of Gaussian noise in the sensor mea-
surements during mask optimization. The reconstruction
operator provides D estimated image planes from the sim-
ulated measurements by solving the problem in (9). As ex-
plained in Sec 3.2, we can solve independent least-squares
problems for all the frequencies and then reconstruct the im-
age planes with an inverse Fourier transform. We optimize
the masks for 300 epochs using Adam optimizer [18] with
the learning rate of 0.01.

We use a liquid crystal on Silicon (LCoS) spatial light
modulator (SLM) as a programmable mask and restrict the
mask patterns to be binary during training. The phase re-
tardation in LCoS has a strong spectral dependence, which
makes it hard to implement a desired continuous-valued pat-
tern consistently across a span of wavelengths. This is not
an issue for binary patterns since we can saturate phase re-
tardation across all wavelengths. We represent the mask

as a zero-centered sigmoid function of a continuous-valued
optimization variable, which keeps the mask values in the
range [-1,1] during optimization. We increase the slope of
the sigmoid function at every epoch, which pushes the mask
values closer to -1 or 1, and we finally set them to -1/1 at
the end of optimization.

3.4. Refinement Network and Post-Processing

To further enhance the image quality and depth accuracy
of the estimated planes, we train a neural network using the
U-Net architecture [25] that maps the estimated multi-plane
images to an all-in-focus image and a continuous-valued
depth map. The U-Net accepts all the color channel of
the multi-plane image stack and generates an RGBD ten-
sor [10, 31]. To train the U-Net parameters, we generated
synthetic multi-plane images using NYU depth dataset [22].
We first scale the depth of scenes in the NYU dataset lin-
early in the 35mm to 200mm range and then quantize the
scenes to create 100 depth planes. Then we simulate the
sensor measurements using the imaging model in (5) and
reconstruct images at D = 8 depth planes by solving the
problem in (9). The reconstructed image planes are fed
into the U-Net as a single tensor with D RGB planes, and
U-Net provides an output RGBD tensor. The U-Net loss
function is defined as the mean squared error between the
ground-truth and the output RGBD tensors. We used 380
scenes to train the network for 200 epochs. In our experi-
ments, we compare the U-Net results against a model-based
approach in which we first denoise the estimated image at
every depth using BM3D [11], and then assign each pixel
the depth value that provides maximum local contrast in the
chosen depth plane.

4. Simulation Results
Simulation setup. To validate the proposed algorithm
and learn the mask patterns, we simulated an imaging sys-
tem for the camera prototype discussed in Sec. 5. We used a
256× 256 sensor array with a mask placed 10.51mm away.
The number of features in each mask pattern is 63× 63 and
each feature size is 36 µm. We evaluate the algorithm on
five scenes selected from Middlebury dataset (cones, books,
piano, playroom, and playtable) [26]. The spatial resolution
of each image is 128 × 128. We rescale the depth values
in every scene to 35–380mm range and quantize the result-
ing depth into eight planes. We add Gaussian noise at 40dB
SNR to the sensor measurements. After we reconstruct the
image planes of the 3D scene using the proposed algorithm,
we generate an all-in-focus image and depth map using lo-
cal contrast in which we pick the depth with the largest lo-
cal contrast among all planes for every pixel. We evaluate
the quality of recovered all-in-focus images using structural
similarity index (SSIM). We evaluate the quality of the esti-
mated depth map using depth accuracy that we define as the
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(a) Reconstructed all-in-focus images and depth maps for cones with K = 8.

(b) SSIM for all-in-focus image (c) Accuracy for estimated depth

Figure 3: Comparison of different types and number of masks. (a) Re-
constructed all-in-focus images and depth maps for cones with K = 8
measurements. (b,c) Average SSIM of recovered all-in-focus images and
accuracy of estimated depth for five test scenes. Quality of reconstruction
improves as the number of masks increases, and learned mask patterns
outperform other mask patterns.

ratio of pixels that are assigned the correct depth to those
assigned incorrect depth.

Number and types of mask patterns. We evaluate the
performance of our proposed method for different types and
number of mask patterns (K). We test four different types
of mask patterns: random binary masks, separable MLS
masks [14], shifted MLS masks as used in SweepCam [16],
and learned mask patterns that are optimized according to
the method discussed in Sec. 3.3. We test K = {4, 6, 8, 10}
for each mask pattern with five scenes, each of which have
D = 8 depth planes. Our test includes both the cases for
under-determined (K < D) and over-determined (K > D)
systems. We use sensor measurements with eight masks
to reconstruct the multi-plane image stacks as described in
(10). Then we convert image planes to an all-in-focus im-
age and a depth map using local contrast. We present ex-
amples of reconstructed images and average performance
curves over five test scenes in terms of SSIM and depth
accuracy in Figure 3. The reconstruction quality of im-
age and depth improves as K increases. We observe that
the learned masks provide significantly better reconstruc-
tion for intensity and depth estimates compared to MLS,
random, and shifted MLS. Incorrect depth estimates cause
model mismatch, which in turn cause artifacts in the recon-
structed intensity images that can be seen in Figure 3(a).
Additional examples of reconstructed all-in-focus images
and depth maps are available in the supplementary material.

5. Experiments with Camera Prototype

5.1. Camera Prototype

To evaluate the performance of our proposed algorithms
and mask patterns, we built a camera prototype (as shown
in Figure 2 and the supplementary material). The cam-
era consists of an image sensor and an LCoS display that
acts as the programmable amplitude mask. Our LCoS is
HOLOEYE LC2012 transmissive spatial light modulator;
it has a pixel pitch of 36 µm and fill factor 58%; and it is
sandwiched between a pair of cross polarizers. The dis-
tance between LCoS and the sensor is 10.51mm. We use
a Sony IMX183 sensor on a board level Blackfly S, which
has 5472×3648 pixels with 2.4 µm pitch and sensor area of
1.31cm × 0.88cm. In our experiments, we used 228× 342
sensor measurements by binning 16 × 16 adjacent pixels,
which gives an effective sensor pixel of size 38.4 µm. The
reconstructed image planes have 148 × 274 pixels because
we crop the remaining pixels.

We capture measurements for multiple scenes with vary-
ing depths in the range from 30mm to 600mm. We calibrate
the PSF of the camera at different depths. For each scene,
we capture eight measurements using eight mask patterns
with +1/-1 entries. We capture measurements for positive
and negative parts of the masks separately and subtract the
measurements for the negative part from the measurements
for the positive part. Each mask has 63 × 63 pixels. We
test the algorithms on four types of masks in our experi-
ments: Shifted MLS masks: shifted versions of a single
separable MLS mask [16]. The shifting distance is from 0
to 48 LCoS pixels. MLS masks are separable MLS masks
generated from different random seeds. Random masks are
non-separable random ±1 masks. Learned masks are the he
optimized masks generated from data-driven method dis-
cussed in Sec. 3.3. To present the images with the same
dynamic range, we applied the same brightness and color
contrast adjustment to all the images.

5.2. Reconstruction using Learned Masks

We first present some example scenes and the recon-
structed image planes using our proposed method. For each
scene, we capture sensor measurements using eight learned
mask patterns. Then we recover eight depth planes using
the proposed algorithm in Sec. 3.2. We sampled the depth
planes uniformly in [1− d

zmin
, 1− d

zmax
], where we input rough

estimate of zmin, zmax for each scene. Figure 4 presents three
of the estimated planes for each scene. The first scene has a
net mesh nearly 30mm from the camera and a rubber duck
nearly 100mm behind the net. The near-depth plane image
is focused on the net and duck is blurred, while the far-depth
plane is focused on the rubber duck and the net has almost
disappeared. The third scene consists of 2 cards, the red
card (on left) is placed at 35mm and the yellow card (on
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camera view near plane middle plane far plane all-in-focus image depth map

Figure 4: Reconstruction of depth planes for different scenes using our proposed fast recovery algorithm with learned masks. Objects outside the recovered
plane almost disappear. We also show all-in-focus image and depth map (in mm) created after passing the estimated multi-plane images through the trained
U-net based refinement network, as discussed in Sec. 3.4. Depth values of pixels with low intensity (e.g., mesh in the first row) are usually unrealiable and
therefore removed. Results of additional depth planes and scenes are available in the supplementary material.

camera view near plane middle plane far plane

Figure 5: Reconstructions of a scene with specular reflections that our
method fails to recover.

right) is placed at 200mm. The near plane has the left card
in focus and the far plane has the right card in focus. The
last scene has 3 toys, the blue toy is placed at 80mm, yellow
toy at 200mm, and white toy at 600mm. We observe that the
blue, yellow, and white toys appear sharpest in near, middle,
and far planes, respectively. In lensless imaging systems,
depth estimates of farther and darker objects are not as ac-
curate as that of the closer and brighter objects; therefore,
we removed the depth values of low-intensity pixels from
the displayed depth maps.

The scene shown in Figure 5 consists of a fork and a
plate and demonstrates the limitation of our imaging sys-
tem. Both of these objects have non-Lambertian surfaces
and include specular reflections, which violates our convo-
lution assumption. For this reason, the reconstructed images
show artifacts.

5.3. Comparison of Mask Patterns

We show the comparison between different mask pat-
terns and the learned masks. We present the reconstruction
results in Figure 6. We compare SweepCam method with
shifted MLS masks [16] and our method using shifted MLS
masks, MLS masks, random masks, and learned masks.
Figure 6 shows that SweepCam fails to recover depth planes
accurately because we only used eight mask patterns. The
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Figure 6: Reconstructions of depth planes for recovered depth planes us-
ing SweepCam [16] and our proposed methods using shifted MLS masks,
MLS masks, random masks, and learned masks. We observe that the
learned masks outperform all the other masks.

reconstruction from learned masks using our method pro-
vides the best quality among all the mask types; far-depth
plane separates the net and duck clearly. Compared to the
learned masks, all the other mask patterns carry artifacts
in their reconstructions (the shifted MLS and MLS masks
give poor reconstruction for image at 100mm and random
mask reconstruction exhibit haze artifacts). Additional ex-
periments are available in the supplementary material.
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Figure 7: Comparison of the depth pursuit algorithm [4], SweepCam [16], and our proposed method. The details in the results from our proposed method
are cleaner and sharper than the results from other methods.

Local contrast U-Net
all-in-focus image depth map all-in-focus image depth map

Figure 8: The all-in-focus images and depth maps generated by the local
contrast-based method and the trained U-Net. Local contrast method uses
47.85 seconds and U-Net uses 0.0043 seconds on average.

5.4. Comparison with Existing Methods

We compare the performance of our proposed method
with the greedy depth pursuit algorithm in [4] and the depth
sweep method in [16]. In our experiments, the depth pur-
suit algorithm uses a single MLS mask, SweepCam method
uses 8 shifted MLS masks, and our proposed method uses
8 learned masks. We present the estimated all-in-focus im-
ages and depth maps from the three methods in Figure 7,
which shows that our method provides a better all-in-focus
image and depth map compared to the other methods.

5.5. Refinement and Post-Processing

We show a comparison between two post-processing ap-
proaches for converting estimated image planes to all-in-
focus image and continuous-valued depth map in Figure 8.
In the first approach, we apply a BM3D denoiser [11] on ev-
ery estimated plane; then we perform a local contrast anal-
ysis to select the depth for every pixel that has maximum
local contrast. In the second approach, we use a trained U-
Net [25] following the approach outlined in Sec. 3.4. Fig-
ure 8 shows that the U-Net results have less artifacts but all-
in-focus image looks blurry. The results from local contrast-
based method have more artifacts but images look sharp.

5.6. Computational Complexity and Time

To reconstruct an Mu ×Mv ×D volume with K mask
patterns, we solve M = MuMv least-squares problems,

each of size K×D as in (10). The computational complex-
ity of every least-squares problem is O(D3 + KD2) [15].
Since all the least-square problems can be solved indepen-
dently of each other, we can solve them in parallel to accel-
erate the algorithm. In practice, the average running time
to reconstruct eight depth planes with a single mask us-
ing the greedy depth pursuit algorithm [4] is 138.16 sec-
onds. The average running time to reconstruct eight depth
planes with eight programmable masks are 0.82 seconds for
SweepCam [16] and 0.33 seconds for our method. In the
post-processing step, which converts image planes to all-in-
focus image and depth map, BM3D followed by local con-
trast method requires an average of 47.85 seconds, while the
trained U-Net requires 0.0043 seconds.

6. Conclusion

In this paper, we present a new framework to recover 3D
scenes using a lensless camera with a programmable mask.
Our proposed method can recover multiple depth planes in
the 3D scene using a computationally efficient algorithm
that solves multiple small linear systems in parallel in the
frequency domain. To further improve the quality of 3D
scene recovery, we optimized the mask patterns and trained
a U-Net that converts estimated image planes to all-in-focus
image and continuous-valued depth map. Our experimen-
tal results demonstrate that the proposed method can reli-
ably recover dense 3D scenes with a small number of sen-
sor measurements and outperform existing methods. The
reconstruction quality of our proposed method, like other
lensless imaging systems, drops for scenes with specular
reflections and large occlusions.

Supplementary material is available at the following link:
https://github.com/CSIPlab/Programmable3Dcam.git
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