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Figure 1: The left side shows the functional areas of the object, and each functional area is annotated with the semantic touch
code to guide our model to generate the functional grasp of dexterous hand, which are shown in the right side.

Abstract
In recent years, many dexterous robotic hands have been

designed to assist or replace human hands in executing var-
ious tasks. But how to teach them to perform dexterous op-
erations like human hands is still a challenging task. In
this paper, we propose a grasp synthesis framework to make
robots grasp and manipulate objects like human beings.
We first build a dataset by accurately segmenting the func-
tional areas of the object and annotating semantic touch
code for each functional area to guide the dexterous hand
to complete the functional grasp and post-grasp manipu-
lation. This dataset contains 18 categories of 129 objects
selected from four datasets, and 15 people participated in
data annotation. Then we carefully design four loss func-
tions to constrain the model, which successfully generates
the functional grasp of dexterous hand under the guidance
of semantic touch code. The thorough experiments in syn-
thetic data show our model can robustly generate functional
grasp, even for objects that the model has not see before.

1. Introduction

We have been pursuing to make robots grasp and ma-
nipulate objects like human beings, so as to help us com-
plete various tasks. Although there are already some dex-

terous manipulators like human hands, it is very challeng-
ing to control them to operate like a human. Generally, the
methods of dexterous grasp synthesis are mainly divided
into hand-centered methods and object-centered methods.
Previous work in hand-centered methods has focused on
recording grasping activity in the form of hand joint con-
figuration or grasp types by landmark tracking [19], model
based or data-driven based hand pose estimation [6, 18].
However, due to the high degree of freedom, self-occlusion
and self-similarity among fingers, it’s challenging to accu-
rately annotate the coordinates or angles of each hand joint.

Recently, researchers begin to shift their focus to the
object-centered grasp synthesis. Their methods pay more
attention to the pose [10, 34], shape [28, 39, 42, 43, 46–48,
50, 51, 59] and function [5, 16, 17, 23, 36, 44, 45, 60] of the
object for grasp and manipulation, observing where contact
between the object and the human hand. GraspIt! [37] is
used to predict feasible grasps for the object geometry with
force closure condition, but it cannot guarantee to gener-
ate anthropomorphic grasps. In order to predict human-like
grasps, it should be aware of where objects can be grasped
by a dexterous hand. ContactDB [4], as the first large-scale
dataset that records detailed contact maps for human grasps
of household objects, synthesizes the grasp from the contact
map and does not need manual specification of per-finger
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contact point. However, since each part of the hand does not
correspond to the specific part of the contact map, multiple
hand configurations may sometimes result in the same con-
tact pattern in this method. UniGrasp [52] considers both
the object geometry and gripper attributes as inputs to select
a set of contact points on the surface of the object such that
these contact points satisfy the force closure condition and
are reachable by the gripper without collisions, but it’s hard
to precisely make contact with these points under noise.

In contrast, our approach uses the real functional area of
the object to guide the generation of functional grasp, avoid-
ing the “multiple to one” issue caused by the contact map
and the difficulty of predicting contact points. Specifically,
we segment the functional parts of the object for grasping,
and record touch code to describe whether fingers or palm
of the hand contact each part of the object. In this case,
the positions of the hand are optimized to touch the object
3D surface. Furthermore, the proposed high-level semantic
touch code does not require low-level annotation of joint co-
ordinates or angles of the hand which greatly simplifies the
hand pose annotation in the grasping tasks. And most im-
portantly, the touch code also includes a grasp functional in-
tent that guides the fingers towards the task oriented human-
like grasp. Given both the segmented functional parts on
the object surface and the semantic touch code as input, we
train a deep learning model to seek a human-like grasp that
gracefully fit the functional parts and the specification of
the touch code. The proposed dataset and grasp synthesis
results are illustrated in Fig. 1. Moreover, we also train a
semantic segmentation network to predict the functional ar-
eas and semantic code of objects. At the same time, we
connect the segmentation network with the aforementioned
grasp synthesis network, and realized the functional grasp
synthesis based on the object point cloud on the test set.
Code and data will be provided here. The contributions of
this paper can be summarized as follows.

• We propose a grasp synthesis framework that consid-
ers both the object functional parts and touch code of
the dexterous manipulators for each part of the object.
This joint representation of object-hand interaction is
compact and effective which leads to successful task-
oriented grasps like human hands.

• We create a dataset to train our network. This dataset
contains 129 objects in 18 categories selected from 4
data sets. For each object, we segment the functional
areas of the object, and annotate the touch code for
each functional area to guide the dexterous hand to
complete the functional grasp and post-grasp task.

• We have validated our method in synthetic data and
showed that our model can also generate human-like
grasps. This proves the importance of the proposed
semantic object-hand representation on grasping.

2. Related Work
Dexterous Robotic Grasping In recent years, many re-

searches have been devoted to the grasp planning of dexter-
ous manipulators with high degrees of freedom [3, 10, 11,
14, 27, 31–33, 52]. Generally, these researches are mainly
divided into hand-centered methods and object-centered
methods. Most hand-centered methods [16, 23, 44, 45, 60]
focus on conveying the grasp intention to the robot through
human demonstrations. Among them, video [20] or kines-
thetic demos [21, 53, 54] are used to record human demon-
strations, data gloves [2, 13, 15] or visual recognition [49]
are used to capture hand pose. However, to map human
manipulation to different end-effector, different mapping
methods need to be designed, and mapping rules should be
carefully adjusted to be suitable for a variety of scenarios.

Recently, researchers begin to shift their focus to the
object-centered grasp synthesis [14, 27, 32, 33]. [12, 22, 38,
57] guide the robot to complete the manipulation task by
specifying the contactable area of the object, but this is not
enough to teach the robot to achieve the fine-grained and
dexterous manipulation. ContactGrasp [5] uses the contact
heatmap in ContactDB [4] as grasp affordances, and on-
line optimizes the stable grasps generated by GraspIt! [37]
to match the contact heatmap, so as to obtain a human-like
grasp. Similarly, [36] uses a deep reinforcement learning
(RL) model in the simulation environment to generate grasp
that conform to the contact heatmap. However, due to the
size of contact heatmap depends on the human hand, it is
unavoidable that the contact heatmap may be larger than
the functional area of the object, and there is no clear con-
tact guidance for the contact heatmap. Therefore, it may
lead to finger contact outside the functional area of the ob-
ject, and even make the wrong part of the hand touch the
functional area of the object. In contrast, we accurately seg-
ment the functional areas of objects, and use concise and
clear semantic code to guide the dexterous hand to interact
with objects like human.

Grasp affordances Grasp affordances is generally cen-
tered on the object, and is used to guide the interaction be-
tween the manipulator and the object. Previous researches
mainly focused on marking the contactable areas of objects
in images [9, 12, 23, 26, 29, 30, 35, 41], but it is too rough to
guide a dexterous hand to complete fine-grained manipula-
tion tasks. Recently, with the development of deep learning
in the field of computer vision, [10, 32, 33] proposed 3D
pose-based affordances by marking configurations of spe-
cific manipulator during grasping. However, these methods
are specific to the labeled manipulator, so that difficult to be
applied to other dexterous hands. ContactDB [4] presents
the contact heatmap of hand-object interaction on the ob-
ject as grasp affordances, and ContactPose [6] further an-
notates the hand pose during the interaction. But as men-
tioned above, because the contact heatmap is derived from
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Figure 2: (a) describes the demonstration of the participant and the segmentation of object functional areas when opening
the bottle. (b) is another example. The 16 parts of hand in (c) correspond to the 16 bits of the ‘touch code’ in turn. The table
records the 20-bit semantic code of each functional area of the object in (a) and (b)

the human hand, it may not match the functional areas of
the object, and may not applicable to other manipulators.
In contrast, we perform fine-grained semantic segmentation
of objects according to their functions and structures, and
use the annotated touch code to guide the manipulator to
correctly contact the functional areas of the object.

3. Method
To make dexterous hands grasp and manipulate objects

like human beings, it is necessary to let the robot understand
which parts of the object should be grasped under the cur-
rent task, which hand parts should be used to contact these
object parts, and what kind of action should be taken after
the contact. Therefore, in order to achieve the above three
requirements, this paper proposes a new dataset, which seg-
ments the functional parts of the object for grasping to in-
tuitively show the manipulator which object parts can be
grasped, and uses explicit semantic annotation to tell the
dexterous hand which finger or palm should contact these
parts, and what kind of actions should be taken after com-
pleting the predetermined grasp. Moreover, we propose a
deep learning approach to generate functional grasp of dex-
terous hand, which uses the above-mentioned semantic in-
formation as a object-hand interaction constraint. Because
the main purpose of this paper is to propose a new dataset
and discuss how to use the dataset to guide dexterous hand
to generate functional grasp, we present the semantic seg-
mentation network in the supplementary material due to
limited space. This section is organized as follows: Section
3.1 describes our dataset in detail, Section 3.2 describes

how to achieve functional grasp, and Section 3.3 describes
the loss function used in our approach.

3.1. Dataset of Object-Hand Semantic Representa-
tion for Grasping

Many household objects are designed to be used by hu-
man hand, and to correctly use an object often requires us
to touch specific parts of this object, which we call the func-
tional area of the object. Meanwhile, the correct grasping
or manipulation is also inseparable from the cooperation of
the hand, which needs to use specific parts of the hand to
touch these functional areas [8], and then performs specific
actions. For example, as shown in Fig. 2(a), when opening a
bottle, most people will grasp the bottle with their left hand,
while the thumb, index finger and middle finger of the right
hand will firmly grasp the bottle cap. Based on this observa-
tion, we propose our semantic segmentation dataset, which
contains the interaction between the right hand and the ob-
ject when the object is manipulated. As for other situations,
such as the interaction between the left hand and the object
will be our future research work. The generating process of
the dataset is as follows.

We select 129 objects in 18 categories with clear us-
age from four commonly used object datasets, namely Big-
BIRD [55], KIT Object Models Database [25], YCB Bench-
marks [7], and Grasp Database [24], where meshes of var-
ious household objects are included. The 18 categories of
objects are electric drill, clamp, hammer, flashlights, bot-
tles, screwdriver, scissor, spatula, spray can, spray bottle,
banana, pitcher, camera, dumbbell, light bulb, pliers, nail
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Figure 3: A brief presentation of the segmentation of func-
tional areas and ‘touch code’ of 18 categories of objects in
our dataset.

gun, and stapler. We perform segmentation according to
functional parts of the objects. The functional parts are de-
termined either according to user’s manual of this object,
or by votes of 15 participants who are able-bodied males
and females between the ages of 20 and 65. To ensure the
accuracy and consistency of semantic segmentation of ob-
ject functional parts, two PhD students use the ’semantic-
segmentation-editor‘ software to annotate and check to-
gether. Finally, one segmentation scheme remains for one
task per object.

Specifically, to clearly express the grasping behavior be-
tween hand and object, as shown in Fig. 2, each func-
tional part is labeled with 16-bit ’touch code‘ indicating
whether it can be touched by corresponding hand part
(Fig. 2(c)) and 4-bit ’intention code‘ indicating four ac-
tion intentions of press, click, slide and firmly touch af-
ter contact. For example, the stapler shown in Fig. 2(b) is
segmented into the head (yellow), the base (red) and the
other parts (white). And the code of the stapler head is
‘100, 000, 000, 000, 000, 0|1000’, indicating that the robot
should touch the stapler head by its distal thumb, and then
perform a pressing operation. The 20-bit semantic code
is necessary and important for the dexterous hand to learn
to manipulation like human hands, because the first 16-bit
‘touch code’ can guide the dexterous hand to correctly touch
the functional area of the object, so as to guide the synthesis
of functional grasp, and the last 4-bit ‘intention code’ can
tell each hand part what post-grasp action needs to be per-
formed, so that the object can be used correctly. Therefore,
although this paper only discusses how to use ‘touch code’
to generate functional grasp, in order to facilitate subse-
quent research and ensure the integrity of the dataset, we an-
notate both ‘touch code’ and ‘intention code’ in the dataset.

In summary, our dataset describes the necessary condi-
tions for manipulating objects with intuitive segmentation
and concise and clear semantic touch code. As shown in

Fig. 3, there are 18 categories of objects, and the functional
areas of each object are segmented and annotated with 20-
bit semantic code.

3.2. Network structure

Functional grasp synthesis is a challenging research task
in robotics [5]. A good functional grasp means that the
dexterous hand needs to correctly touch the functional area
of the object, so as to facilitate to perform the post-grasp
action, such as using electric drill, the index finger should
touch the On/Off switch while other parts of hand holding
the drill handle. In this section, we will describe how to use
the 16-bit ‘touch code’ we annotated to guide the network
to generate the functional grasp of ShadowHand, without
laborious annotation of hand pose [6], nor to use the grasp
synthesis and feedback of the simulation software [36]. We
formulate the process of functional grasp synthesis as fol-
lows: given an object point cloud O, and the ‘touch code’
C, we train a model M which outputs the configurations of
ShadowHand to achieve functional grasp. The hand config-
urations include the angle of each joint (J), as well as the
spatial rotation (R) and translation (T) of the hand relative
to the object. The overall formulation is:

M : {O,C} ⇒ {J,R,T} (1)

As shown in Fig. 4, we concatenate the original point
cloud of the object with the 16-bit ‘touch code’ as the input
of the model. The input data first passes through the point
cloud feature extraction network built with kernel point con-
volution (KPConv) [56], which realizes the convolution op-
eration on the unordered point cloud by designing a spheri-
cal convolution kernel. Subsequently, the features extracted
by the point cloud feature extraction network are fed into
the fully connected layers, which outputs the hand con-
figurations{J,R,T}. To avoid our model from trapping in
local optimum, while improving the stability of the gen-
erated grasp, we pre-train the model with the grasp data
from [32, 33], which generates adequate and stable grasps
of ShadowHand with GraspIt! [37]. However, it is obvious
that pre-training can only ensure that the grasp generated by
the network is stable, which is far from the requirements of
functional grasp with the functional areas of the object to be
touched by specific parts of the dexterous hand.

To meet the basic requirement of functional grasp, we
propose the attraction loss (Lattraction), which matches
each functional area with the parts of the dexterous hand
that need to touch this functional area according to the 16-
bit ‘touch code’, and then minimizes the distance between
them. To make the 16-bit ‘touch code’ applicable to Shad-
owHand, we select 16 from the 21 links of ShadowHand
as shown in Fig. 5(a), which correspond to the 16 parts of
the human hand in Fig. 2(c). Then, in order to calculate the
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Figure 5: The 21 links of ShadowHand are marked as shown
in (a), and 1 to 16 links are selected that correspond to 16
parts of the human hand in Fig. 2. (b) shows the 16 key
points for calculating the loss function on the selected links.

distance, we select 16 keypoints of 16 hand links on the in-
ner surface of the palm as shown in Fig. 5(b), and represent
the distance between the link and the functional area by the
minimum distance between the link’s keypoint and the point
set of the object functional area. The necessary condition of
using these keypoints to calculate the distance is that their
spatial coordinates need to be obtained in real time during
the model training process. To this end, we use Pytorch [40]
to write a differentiable forward kinematics derivation (FK)
layer of ShadowHand, which can calculate the spatial coor-
dinates of each key point according to the dexterous hand
configurations{J,R,T}. A similar work of Tensorflow [1]
version can be seen in [58]. In this way, we can force the
hand links to close to corresponding functional area by min-
imizing Lattraction, which is the weighted sum of those dis-
tances between each link’s keypoint and its corresponding
functional area. However, due to the high degree of free-
dom of ShadowHand, the following problems may arise
when only Lattraction is used to constrain model to gener-
ate functional grasp: i) Those links that are not constrained
by Lattraction may appear anywhere. Such as opening a
bottle, Lattraction can only ensure that the distal thumb,
distal index finger and distal middle finger are on the bottle

cap, but the remaining links may appear inside the bottle; ii)
Lattraction cannot limit the generated joint angle of dexter-
ous hand, so they may exceed their motion limits, resulting
in an unreasonable hand shape; iii) Some functional areas
can be touched by multiple links at the same time, such as
bottle cap, so it may happen that multiple links approach the
same point, which leads to self-collision of the robot hand.

To solve the above three problems, we propose the fol-
lowing solutions respectively. For the first problem, we pro-
pose repulsion loss (Lrepulsion), which aims to keep each
link away from the part of the object that does not corre-
spond to this link. As shown in Fig. 4, while the switch
of the electric drill attracts the distal index finger through
Lattraction, it also repels the remaining hand links through
Lrepulsion. In this way, those links that are not constrained
by Lattraction will be constrained by Lrepulsion. Mean-
while, since all the links are on the same kinematic chain,
the hand pose can be basically constrained by the combina-
tion of attraction loss and repulsion loss.

For the second problem, because each joint of the robotic
hand has a limited range of motion, we propose angle loss
Langle) to keep the generated joint angle θn between its
lower bound θmin

n and upper bound θmax
n . As for the

third problem, it can be solved by keeping the links away
from each other, so that the self-collision avoidance loss
(Lself−collision) is proposed. The details of these four loss
functions are described below.

3.3. Loss Functions

As mentioned before, attraction loss (Lattraction) is the
weighted sum of the distances between the point set of
each object functional area and its corresponding link’s key-
points. In the training process, we force the hand links to
approach their corresponding functional areas by making
Lattraction close to 0. The Lattraction is defined as follow:
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Lattraction =

N∑
i=1

16∑
j=1

αj · dis (kj , oij)) (2)

where, in each training batch, N objects’ data are fed into
the model. αj is the weight determined by the importance
of each link. For example, the thumb is used the most in
daily manipulation, so we set a higher weight for it. And
dis (kj , oij) represents the minimum Euclidean distance be-
tween each link’ kepoints and the point set of its object
functional area, in which kj is the key point on the j-th
hand link, and oij is the point set of the functional area cor-
responding to the j-th hand link on the i-th object.

Repulsion loss (Lrepulsion) restricts the links that are not
constrained by Lattraction through exclusion. As shown in
the following formula:

Lrepulsion =

N∑
i=1

16∑
j=1

γj ·max

(
log

βj

dis (kj , õij) + ε
, 0

)
(3)

where γj is the weight for each link. The max function
and the threshold βj can realize that when the dis (kj , õij)
exceeds the threshold βj , the punishment for the j-th link
will be reduced to 0. And the dis (kj , õij) represents the
Euclidean distance between the j-th link’s key point kj and
the part õij of the i-th object that the link needs to stay away
from. Here, we adopt a logarithmic (log) function to punish
this distance based on its properties that the punishment gets
stronger as the distance diminishes, while the punishment
drops rapidly as the distance slightly increases. In this way,
it can not only play a good repulsive effect, but also help
to balance with Lattraction, so as not to repel the hand far
away from the object. Besides, ε is a small positive number
to prevent the denominator from being 0.

Angle loss (Langle) is a linear punishment for the an-
gle θn generated by the model, keeping it between its lower
bound θmin

n and upper bound θmax
n . The expression of an-

gle loss is as follow, where N is the total number of joints:

Langle =
N∑

n=1

max (θn − θmax
n , 0) +max

(
θmin
n − θn, 0

)
(4)

The function of the self-collision avoidance loss
(Lself−collision) is to keep the links away from each other,
and the expression of which is as follow:

Lself collision =

16∑
i=1

16∑
j=1

µij ·max (δij − dis (ki, kj) , 0) (5)

where δij is the distance threshold to ensure that when the
Euclidean distance between the ith and jth links exceeds
δij , punishment won’t occur. And µij is the weight.

Finally, attraction loss, repulsion loss, angle loss and
self-collision avoidance loss are linearly combined into the
final loss L, which is minimized in the training process:

L =λ1 · Lattraction + λ2 · Lrepulsion

+ λ3 · Langle + λ4 · Lself collision

(6)

4. Results
As mentioned in Section 3.2, we take the semantic infor-

mation of the object-hand interaction as a guide, and lead
the model to generate functional grasp for the dexterous
hand through well-designed pre-training and loss functions.
This section will evaluate our results through experiments.
After a brief introduction of the experimental setup, we will
present how our proposed loss functions lead the model to
generate functional grasp step by step, and the impact of
pre-training on the final generated grasp in section 4.1. In
Section 4.2, we will further discuss the performance and ex-
isting problems of the trained grasp synthesis model in the
training set, as well as show the grasp results generated on
the test set after connecting the semantic segmentation net-
work and grasp synthesis network.

We split the set of 129 labeled objects into a 104 train-
ing set and a 25 testing set. All experiments are carried
out on a desktop with an Intel® CoreTM i7-7700 CPU @
3.60GHz × 8, 32GB RAM, and an NVIDIA® Geforce GTX
1080 graphics card with 8GB memory, on which training
the model presented in this paper takes above 24 hours.

4.1. Ablation Studies

In section 3.2, we describe in detail the role of pre-
training and the four loss functions including attraction loss,
repulsion loss, angle loss and self-collision avoidance loss.
Next, we will verify the contribution of each component
through experiments.

Fig. 6 shows some functional grasps generated by con-
straining the network with different combinations of 4 loss
functions after pre-training. The first row of images shows
the segmented parts of each object for grasp, the second row
of images presents the results of using only Lattraction. It
can be seen that the hand links are trying to get close to
the functional areas of the object, such as grasping stapler
in the first image of Fig. 6 with distal thumb pointing to the
head of the stapler while the distal of the remaining four fin-
gers are close around the bottom of the stapler. However, as
analysed in section 3.2, those links that are not constrained
by Lattraction will run into the object, such as most part of
the hand entering the interior of the stapler. With the addi-
tion of Lrepulsion, as shown in the third row of Fig. 6, the
hand basically run out of the object. But it can be seen that
the hand shape is very strange. For example, the grasp of
pliers on the fourth image of this row, the little finger has
unreasonable joint angles, and several links collide. With
the addition of Langle and Lself−collision in sequence, as
shown in the fourth and fifth rows, it can be seen that the
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joint angles of the dexterous hand in the fourth row are
within a reasonable range, and the hands in the fifth row
do not have self-collision. Meanwhile, the hand poses in
the last row satisfy the expected functional grasps. For ex-
ample, to use the flashlight in the fifth column, the distal
thumb presses the switch, while the remaining links grasp
the flashlight body, or to use the camera in seventh column,
the distal thumb presses the function button, and the distal
index finger presses the shutter button at the same time.

For pre-training, which is used to initialize the network
with good parameter and enable the network to generate
more stable grasps, we use two numerical metrics to illus-
trate its function. The first is the average distance between
the object function areas and their corresponding links’ key
points. The smaller the distance is, the closer the hand link
to its functional area. We abbreviate this distance as Mean
DoC. The second is QM (Grasp Quality Metrics) calculated
by GraspIt! [37], which refers to the ability of a grasp to
resist interference from external forces. When the grasp is
stable, the QM value is between 0 and 1, and the higher the
value is, the more robust the grasp is. When the grasp is
unstable, the value is -1. Specifically, we use QM>0 to rep-
resent the rate of stable grasp, and the average of all stable

Pre-train Dataset Mean Doc(cm) QM>0 Mean QM

without Train 1.24 65.05% 0.032
Test 1.73 60.0% 0.029

with Train 0.62 81.73% 0.081
Test 1.06 80.0% 0.059

Table 1: Mean DoC is the average distance between the
object function areas and their corresponding links’ key
points, while the smaller the Mean DoC is, the closer the
hand links to their functional areas; QM is used to measure
the robustness of a grasp. When QM>0, the grasp is stable,
and the higher the QM value, the more robust the grasp is.
Here, we use QM>0 to represent the rate of stable grasp
and Mean QM to measure the stability of all grasps.

grasp’s QM (Mean QM) to represent the overall stability.
As shown in Tab. 1, it can be seen from Mean DoC that

the average distance between the functional area and their
corresponding links becomes smaller after pre-training.
This is because after pre-training, as shown in Fig. 7, the
dexterous hand is more inclined to contact the surface of
the object, which alleviates the situation of penetrating or
staying away from the object. From QM>0 and mean QM,
we can see that the model can generate more and better sta-
ble grasps after pre-training. The above observations are
consistent with our original intention of using pre-training.

4.2. Experimental Results and Discussion

In the section 4.2, we prove that the semantic segmen-
tation of our annotation can effectively guide the model to
generate the functional grasp of dexterous hand, and also
prove that the proposed constraint functions and training
methods have their own important roles. In this section,
we will further analyze the results generated by our model.

As mentioned earlier, our model is trained without ac-
curate hand annotation of functional grasp. Instead, it is
trained by our proposed dataset and four well-designed loss
to make the model try to fit the correct functional grasp.
Therefore, this section first analyzes the performance of the
network on the training set, and then discusses whether the
grasp generation network can be generalized to objects that
have not been seen by the grasp network and whose func-
tional areas and semantic code are predicted by the segmen-
tation network.

Fig. 8 shows some representative results on the train-
ing set. It is obviously that for most objects, the functional
grasps we generate are in line with humans’ habits of ma-
nipulating these objects. For example, the first image in
Fig. 8 shows the use of nail gun. The grasp in this fig-
ure is very helpful to the execution of the post-grasp ac-
tion to complete the binding task. Compared with the re-
search work aiming at the force closure of dexterous hand,
as shown in Fig. 9, it can be found that our method explic-
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Bad

Good

Figure 8: The quality results of functional grasp about the
object in training set.

Graspit！

Ours

Figure 9: Comparisons between GraspIt! and ours.

itly directs the dexterous hand to touch the functional areas
of the object. For example, when using the pliers, as shown
in the first image in the second row of Fig. 8, our method
can ensure that the two handles of the pliers can be correctly
touched by different fingers. In contrast, the hand in Fig. 9
grasps the head of the pliers.

However, there are still some problems in our method,
such as grasping the bulb in the first image in the last row of
Fig. 8. Although all the fingertips are on the bulb, the bulb
thread is facing the palm of the hand, so the operation of
installing the bulb cannot be completed. To solve this prob-
lem, we plan to further constrain the approaching direction
of dexterous hand in future work.

In order to further verify the practicability of our pro-
posed functional grasp synthesis model, we input the ob-
jects of test set into the semantic segmentation network to
obtain the predicted functional areas and ‘touch code’. Then
the prediction results of the segmentation network are fed
into the trained grasp synthesis model to generate the final
grasp results. As shown in Fig. 10, from left to right, each
image shows the object function area we annotated, the ob-

Good

Bad

Figure 10: The quality results of functional grasp. Images
in the 1st column show the semantic segmentation labels
of the objects in test set, while that in the 2nd and 3rd illus-
trate the predicted semantic segmentation results and grasps
generated from the results respectively.

ject function area predicted by the segmentation network,
and the final grasp result generated by the above process.
From the first three lines, it can be found that the grasp gen-
eration network can still synthesize good functional grasps
for objects with good segmentation results, while from the
last line, it can be concluded that the quality of the seg-
mentation results directly determines whether the functional
grasp can be generated.

5. Conclusion and Future Work

To make robots manipulate objects like human beings,
we accurately segment the functional area of the object for
grasping, and annotate touch code for each functional area
to guide the dexterous hand to complete the functional grasp
and post-grasp task. The rich experimental results show that
our proposed grasp synthesis framework can teach dexter-
ous hands to achieve functional grasp. For some of the ex-
isting problems, we have also described them in detail, and
will solve them by enriching the annotation of the dataset
or proposing new constraint function in future work. Ad-
ditionally, we also plan to use annotated ‘intention code’ to
guide the dexterous hand to perform the post-grasp action
for completing manipulation task in future work, so as to
truly enable the robot to manipulate objects like a human.
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