PARTS: Unsupervised segmentation with slots, attention and independence maximization
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Abstract

From an early age, humans perceive the visual world as composed of coherent objects with distinctive properties such as shape, size, and color. There is great interest in building models that are able to learn similar structure, ideally in an unsupervised manner. Learning such structure from complex 3D scenes that include clutter, occlusions, interactions, and camera motion is still an open challenge. We present a model that is able to segment visual scenes from complex 3D environments into distinct objects, learn disentangled representations of individual objects, and form consistent and coherent predictions of future frames, in a fully unsupervised manner. Our model (named PARTS) builds on recent approaches that utilize iterative amortized inference and transition dynamics for deep generative models. We achieve dramatic improvements in performance by introducing several novel contributions. We introduce a recurrent slot-attention like encoder which allows for top-down influence during inference. We argue that when inferring scene structure from image sequences it is better to use a fixed prior which is shared across the sequence rather than an auto-regressive prior as often used in prior work. We demonstrate our model’s success on three different video datasets (the popular benchmark CLEVRER; a simulated 3D Playroom environment; and a real-world Robotics Arm dataset). Finally, we analyze the contributions of the various model components and the representations learned by the model.

1. Introduction

Object-level perception plays a key role in human vision [13]. People interpret scenes as consisting of discrete, independent and coherent objects and a broad set of experiments has shown this ability is developed very early in life [16]. While most present computer vision models lack any explicit object-level structure [7], there is an ongoing effort to create models that would, at least in some sense, represent scenes in terms of their constituent objects [1, 5, 2, 10].

There are good reasons why this is worth pursuing. Object-level representations are inherently combinatorial, allowing complex scenes to be explained by different combinations of simpler elements. Such representations may also allow better generalization by learning general rules related to what objects are, how they move and how they interact. Finally, objects may help in building models that allow planning, take into account actions and their effect on the environment and produce future predictions that are useful and actionable for agents.

Most current models that push in this direction introduce a structural inductive bias in the form of slots. These are
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2. Related work

We first describe two families of models which are directly comparable to our work, and from which we draw our empirical baselines. Then we draw attention to the wider field of neural architectures which deploy slotted mechanisms or model temporal data via objects.

**Iterative amortized inference through time.** IODINE was the first sophisticated model to use a refinement network to decompose scenes into objects. Its sequential extension (hereafter, S-IODINE) keeps objects naturally aligned over time (provided they remain in view) as it refines their posterior estimates. By virtue of its symmetry-breaking sampling of initial object states, it also has the advantage of yielding multi-modal, multi-stable segmentations. Models that build on IODINE, like OP3 [18], Zablotskaia et al. [22], and PARTS, inherit the same advantages.

While IODINE can be applied to image sequences, it lacks an explicit dynamics model – a component that was introduced later in OP3. OP3 used a feed-forward graph neural network to explicitly model pairwise interactions between objects, whereas we take an implicit, recurrent approach. A more crucial difference between OP3 and PARTS is that OP3 updates its prior at every time-step to be the latest posterior. As we show later, while this makes sense if the model’s goal is to generate and reconstruct pixels well, it hurts representation learning and segmentation performance. This is especially true when coupled with a rich and expressive dynamics model.

**Recursive segmentation with added temporal dependence.** Models like ViMON [20] and OAT [2] belong to a family of object-centric models based on MONet [1]. They employ an attention network to infer objects autoregressively from any given frame. However, they lack temporal coherence across time-steps. Instead, ViMON achieves object-slot consistency (i.e. alignment of slots over time) using slotwise recurrence in its inference procedure, and by mildly conditioning its attention network with the previous segmentation. ViMON lacks a dynamics model, which prohibits dealing with occlusions and interactions.

OAT is the state of the art among models based on MONet. It segments each observation independently over time. The inferred objects then need to be aligned across time-steps. To do so, OAT relies on a “memory” of previously seen objects, which is also useful in dealing with partial observability such as the disappearance and reappearance of objects over time.

We take inspiration from the architecture of the dynamics model and training regime used by OAT, which is capable of rolling out accurately over long sequences despite a weak temporal inductive bias. While OAT predicts posterior parameters and achieve better performance from a standard ELBO loss.

**Other work.** Among other unsupervised generative models for videos, SQAIR [11] is a highly expressive, structured-representation model which can cope with object dynamics, interaction, and the appearance of new objects. But due to the limitations of its additive image compositing, it mostly works on 2D binarized videos of sprites on a black background. To compare subparts of our model, we find that Recurrent Independent Mechanisms [4] was devised with similar desiderata as our own transition model—namely a combination of independent object dynamics (implemented by slot-wise recurrence) followed by sparse interaction between objects (implemented using key-value attention).
3. Model

The purpose of the model is to infer a useful, object-level representation of a 3D scene given a sequence of frames \( \{x_t\}_{t=1}^T \). For this, we use a latent-variable model where the frames are independent from each other. That is, its likelihood is of the form

\[
p_\theta(x_1, \ldots, x_T) = \prod_{t=1}^T p_\theta(x_t).
\]

Counterintuitively, all the dependency between frames is captured by the inference mechanism, not the generative model itself, as illustrated in Figure 2. This is in contrast to recently proposed models [18, 22]. We will elaborate on this choice of model architecture in Section 5. Each frame \( x \) is modeled independently with a slotted latent variable \( z \in \mathbb{R}^{K \times D_{\text{slot}}} \) and a Gaussian mixture pixel likelihood model [1, 5]. The inference works by a combination of prediction, top-down attention, bottom-up encoding and iterative amortized inference [14].

3.1. Generative process

The generative process starts with \( K \) independent \( D_{\text{slot}} \) dimensional latent variables \( z_k \in \mathbb{R}^{D_{\text{slot}}} \) (we refer to these simply as slots). Each of these slot variables would ideally correspond to a single entity or object in the scene when the model is trained. These slots are independently decoded using a decoder \( D_\theta \) (with trainable parameters \( \theta \)) into a component mean image \( C_k \in \mathbb{R}^{H \times W \times 3} \) and a mask logits image \( m_k \in \mathbb{R}^{H \times W \times 1} \). We then take the softmax of the mask logits (across slots) to produce the final \( K \) mask images \( m_k \). The softmax step can be thought of as a soft occlusion process and has been used in several recent works. Using these masks and mean images we can arrive at the model’s mixture likelihood model of a frame \( x \) given the latents:

\[
C_k, \hat{m}_k = D_\theta(z_k) \quad m_k = \text{Softmax} (\hat{m}_k)
\]

\[
p_\theta(x|z) = \prod_{k=1}^K m_k \mathcal{N}(x|C_k, \sigma_x)
\]

where \( \sigma_x \) is a fixed hyperparameter and the pixels \( x_i \) are assumed to be independent given the latents. See Figure 3 for a summary.

Following [12] we use a soft version of the spatial broadcast decoder [19]. A coordinate grid the size of the output image is generated and then linearly projected to the same dimensionality as the slot latents to form a spatial basis. For each slot we then take the corresponding latent, tile it across space and add to it the spatial basis. The result is then decoded with a size-preserving convolutional neural network to a 4-channel image – the first three channels are used as the component mean image and the last one as the mask logits image. The prior for the latent in each frame is Gaussian, with zero mean and unit variance – assuming both slots and features are independent. The prior is also independent of the time-step and past latents: \( p(z) = \prod_{k=1}^K \mathcal{N}(z_k|0, I) \)

3.2. Inference

At every frame \( x_t \) we would like to infer the corresponding slotted latent \( z_t \) using the posterior distribution \( p(z_t|x_t) \).

As is often the case, obtaining this distribution is intractable [15, 9] and we use an approximate posterior \( q_\lambda(z_t|x_t) \). We assume a diagonal Gaussian posterior parameterized by parameters \( \lambda_t := \mu_t, \log \sigma_t \).

Our inference works by employing an encoder \( \mathcal{E}_\phi \) which combines bottom-up encoding and top-down attention together with a prediction model \( \mathcal{P} \) which provides initial posterior parameters for the (yet to be observed) frame. Figure 4 depicts an overview of the encoder, prediction and inference mechanism.
Much like [6, 5] we employ iterative amortized inference [14] to estimate the approximate posterior parameters. Iterative amortized inference works by progressively refining the posterior estimate. Specifically, our system first predicts an initial guess for the posterior parameters $\lambda^0$ given the last obtained posterior $\lambda^{t-1}$ and, if available, the last taken action $a_{t-1}$ (see below for details of the prediction model). The predicted posterior parameters $\lambda^0$ are used to sample the latent $z_t \sim q(\lambda^0)$ which is decoded to calculate a loss $L$ with the decoder output, likelihood model and current observation $x_t$. Using this loss and observation, the posterior parameters at each refinement iteration $n \in \{1..N\}$ $\lambda^n$ are updated with the output of the encoder network $E$ (with trainable parameters $\phi$) to produce the posterior for time step $t$:

$$\lambda^n_t = \lambda^{n-1}_t + E(\lambda^{n-1}_t, x_t, a_{t-1}, \nabla \lambda^{n-1}_t \cdot L, \log p(x_t | z_t))$$  \hspace{1cm} (3)

where the last term is calculated by taking the gradient of the loss $L$ with respect to the current posterior parameters $\nabla L$. Note that unless otherwise stated, as we use a single refinement step per frame ($N = 1$). The latter point has two subtle implications -- the combination of the encoder and prediction model is in essence the refinement network as it appears in [5], and the posterior is always estimated using only past observations.

### 3.2.1 Prediction

The first step our inference model takes is predicting posterior parameters $\lambda^0_t \in \mathbb{R}^{K \times 2D_{\text{head}}}$ for the current time step given the previous refined posterior estimates $\lambda^{N}_{t-1}$ and the last taken action $a_{t-1}$ (if available). This is done using a prediction network $P_{\phi_{ki}}$. We concatenate the action to all slots in the input and use a transformer [17] followed by a slot-wise LSTM [2]. This expressive architecture allows modeling of complicated behavior such as self and pairwise dynamics of objects, the effect of actions on slots and also allows the slots to share information regarding global information such as viewpoint (see Section 5).

### 3.2.2 Bottom-up encoding

Our bottom-up encoder is a simple convolutional neural network which receives as input the current frame $x_t$ and, one of the decoder outputs, the per pixel log likelihood image $\log p(x_t | z_t)$. The log likelihood image and the input image are concatenated along the channel axis and then passed through a size preserving CNN (with strides 1) to produce the bottom-up encoding $O \in \mathbb{R}^{H \times W \times C}$ where $C$ is the number of channels in the last output layer of the network.

### 3.2.3 Recurrent, top-down slot attention

We take inspiration from the recently proposed “slot-attention” mechanism [12]. The original formulation is a core attention step where several heads “compete” to explain each data point (pixel) in the input. This core is unrolled in a closed loop for several iterations, forming an essentially bottom-up process.

We dissociate the core attention step from the iterations and incorporate it into the iterative amortized inference framework. This allows the inputs to our refinement network to be much simpler (compared to IODINE and OP3), and improves results substantially. It also allows for top-down influence on the attention, allowing queries based on current context. See Section 5 for an analysis on the value of this influence.

To elaborate on the querying mechanism, the current posterior parameters $\lambda_t$ are concatenated with other top-down information -- the last action $a_{t-1}$ and the gradient of the loss with respect to the predicted posterior $\nabla L$ along the channel axis (tiling across slots if necessary). This slotted input $\mathbf{s} \in \mathbb{R}^{K \times C_{\phi}}$ is used to create a set of $K$ queries $Q$ by linearly mapping each slot such that:

$$q_{ik} = W_{q} s_{ik}$$  \hspace{1cm} (4)

The bottom-up input $O$ is linearly mapped (per pixel $ij$) into two tensors $K$ and $V$ corresponding to keys and values: $k_{ij} = W_{k} O_{ij}$ and $v_{ij} = W_{V} O_{ij}$. Note that while the keys and values tensors are purely a function of the bottom-up input, the queries are shaped by top-down influence which depends on the current state of the model and loss to be optimized. At every pixel location we calculate the inner product between the key at that location and each query, producing $K$ logits which are then softmax-ed across the
slot dimension, resulting in $K$ attention weights per location:

$$\text{attn}_{ijk} = \text{Softmax} \left( \frac{1}{\sqrt{D_q}} k^T Q \right)$$  \hspace{1cm} (5)

Taking the softmax across the slot dimension means that the attention weights sum to one at every pixel location. These attention weights are then used to produce a slotted output by multiplying the resulting attention weights for each slot with the value tensor $V$ and summing spatially to produce the output:

$$s^\text{output}_{k} = \frac{\sum_{ij} \text{attn}_{ijk} v_{ij}}{\sum_{ij} \text{attn}_{ijk}}$$  \hspace{1cm} (6)

As a final step we pass these slotted outputs (concatenating other flat inputs such as the loss gradient and action) through an MLP (applied independently to each slot) obtaining the refinement $\Delta \lambda_k$ which is added to the current posterior parameter estimate $\lambda_k^{n-1}$ resulting in the current posterior $\lambda_k^n$. With a single refinement step these posterior parameters are passed directly as input to the prediction model and do not get decoded.

### 3.3. Loss

We use the standard Evidence Lower Bound (ELBO) as the loss at each step:

$$L_t(x_t, a_{t-1}) = \mathbb{E}_{z \sim q} \left[ \log p_\theta(x_t | z) \right] - \beta D_{KL}(q_\lambda(z|x_t, a_{t-1}) | p(z))$$  \hspace{1cm} (7)

where $\beta$ is set to 0.5 in all experiments. We also take the gradient of this loss with respect to posterior parameters $\lambda_k$ as part of the inference inputs as noted above. For the optimizer loss we sum the individual time-step losses across time with uniform weights $\frac{1}{T}$ such that the total loss optimized is:

$$L_{\text{total}} = \frac{1}{T} \sum_{t=0}^T L_t$$

### 4. Experiments and Results

In the following subsections, we first showcase the model in its default regime to illustrate its best-case inference and segmentation performance (Section 4.1). Next, we train and evaluate the model to optimize its predictive performance when rolled out without observations (Section 4.2). Finally, we ablate the model to show the importance of each component, also deriving the OP3 and S-IODINE baseline models as special cases (Section 4.3).

Our experiments are based on three varied video datasets: The PLAYROOM [8] (aka 3D Room in [2]) is a 3D environment built in Unity where an agent can move and interact with toys, furniture, and everyday objects. Second, CLEVRER [21] is a dataset designed to test causal understanding based on moving, colliding, and newly introduced objects. Finally, ROBOTICS ARM [2] is a dataset of real-world trajectories of a ROBOTICS ARM manipulating colored cubes in an attempt to stack them. Each of these datasets has been used in prior work, thereby facilitating comparison. Further details on the datasets are in Appendix.

We train our models with an RMSProp optimizer. All models are trained with $K = 7$ slots, but since the number of parameters is independent of number of slots, we can always re-instantiate the model with a different number (we do so for latent traversals below). The initial state for the posterior parameters and all recurrent cores is all zeros. We employ gradient clipping to a global norm of 5.0. When we unroll for relatively long sequences, we stop all state gradients every 4 steps, effectively training with Truncated Backpropagation Through Time. This is to prevent overfitting to a specific length so that the model can be unrolled for various lengths for inference or prediction. Full training details with hyper-parameters can be found in the Appendix.

### 4.1. Segmentation

We trained PARTS (unrolling the full predict $\rightarrow$ decode $\rightarrow$ refine loop) on length-25 sequences for CLEVRER and length-8 sequences for ROBOTICS ARM. On CLEVRER, we did not condition the dynamics model on any actions. For ROBOTICS ARM, we used the 7-dimensional movement of the robotic arm as input actions to the dynamics model. Figure 5 shows a qualitative sample of our segmentation results. More detailed segmentation figures, including ground-truth object masks and results on the PLAYROOM, are available in the Appendix.

We can also measure our segmentation performance on datasets where we have ground-truth segmentation masks. This precludes the ROBOTICS ARM dataset which contains unlabelled real-world frames. On the remaining datasets, we compute the Adjusted Rand Index on all foreground objects. Further details on the datasets are in Appendix.

### Table 1. Summary of main results on the PLAYROOM dataset. All metrics are computed on the last time-step of a minibatch of 64 sequences.

<table>
<thead>
<tr>
<th>Model</th>
<th>Segmentation (ARI-F)</th>
<th>Reconstruction (MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-IODINE</td>
<td>0.4461</td>
<td>0.0044</td>
</tr>
<tr>
<td>OP3</td>
<td>0.4104</td>
<td>0.0041</td>
</tr>
<tr>
<td>OAT</td>
<td>0.6053</td>
<td>0.0025</td>
</tr>
<tr>
<td>PARTS</td>
<td>0.7349</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

We trained PARTS (unrolling the full predict $\rightarrow$ decode $\rightarrow$ refine loop) on length-25 sequences for CLEVRER and length-8 sequences for ROBOTICS ARM. On CLEVRER, we did not condition the dynamics model on any actions. For ROBOTICS ARM, we used the 7-dimensional movement of the robotic arm as input actions to the dynamics model. Figure 5 shows a qualitative sample of our segmentation results. More detailed segmentation figures, including ground-truth object masks and results on the PLAYROOM, are available in the Appendix.
Figure 5. **Segmentations** learnt on the CLEVRER (above) and ROBOTICS ARM (below) datasets. We show the last time-step of a length-25 sequence for CLEVRER and length-8 sequence for ROBOTICS ARM. On CLEVRER, PARTS learns to associate each object’s shadow with its segment despite intricate lighting. On ROBOTICS ARM, the model cleanly segments the robotic arm, separating it from the base of the arm whose position remains constant.

### 4.2. Prediction/Unroll

In Figure 6 we show the difference between transition dynamics learnt by PARTS versus comparable models on PLAYROOM. For these results, each model was trained to observe an initial number of *burn-in* frames, and then predict (the slot-wise posterior parameters at) future time-steps using a learned action-conditional dynamics model. This regime was introduced in [2]; we found it beneficial in boosting the performance of the dynamics model. The initial observations help estimate the global properties and contents of the scene. The subsequent time-steps, where only actions are available as inputs, force the dynamics model to output meaningful predictions; it cannot rely on any refinement to correct prediction errors, nor can it serve pass-through predictions if it is to minimize the loss.

During evaluation, we rolled the models out for longer than they were trained to do (15 roll-out steps at evaluation versus 12 in training). Note that OAT alone was trained to unroll for 6 steps rather than 12 and without TBPTT. All models were trained with 4 burn-in steps, observing the same amount of initial information about the scene. From the evaluation results, it is clear that PARTS is capable of significantly more accurate predictions over the same horizon.

### 4.3. Ablations

We ablate our model, spanning the spectrum from S-IODINE through OP3 to PARTS. This helps show the effect of using top-down slot-attention, a fixed prior, and the transition model. Adding in all three results in the full PARTS model. We control for network architecture, number of layers and number of units in each layer as much as possible, so the baseline models presented here are larger, deeper and wider than the original models in [5, 18]. All models here share the same decoder and convolutional encoder architecture (up to strides for slot-attention models where it is set to 1 in all layers).

All models were trained on 16-step sequences on PLAYROOM data, including action information for PARTS and OP3. We summarize the ablation results in Table 2. The standard deviations are computed across 4 independent seeds for each row in the table. Given the large number of models, we trained them slightly less than usual (up to 400,000 steps) to save on compute. As a result, the ARI-F scores in Table 2 are lower than mentioned elsewhere (especially Table 1).

### 5. Analysis

#### 5.1. The effect of a fixed prior

We argue that when interested in representation learning rather the pixel reconstruction, it is more sensible to use a fixed independent prior for all frames in a sequence. The reasoning behind this is twofold – if the prior indeed represents something about the statistical properties we want our latents to have, then it shouldn’t matter at what position in the sequence a frame is or what was the posterior of the previous frame. In other words, this assumes a fixed scene throughout the sequence where most of the variance in the
images is due to viewpoint changes. If objects do move in the scene the inference may be able to correct the current scene estimate but the generative model does not handle this case directly.

In the context of iterative inference, the posterior from the last time-step can indeed be a good guess for the posterior at the current time-step, but this, we argue, shouldn’t matter to the prior or optimization objective. The issues that may arise from using an auto-regressive prior become more severe in the context of object-centric learning if one lets latents in different slots communicate and share information (as is the case in PARTS, and also OP3). While desirable in many respects (*i.e.* allowing modeling pair-wise object dynamics), such interactions may cause the latent variable to effectively lose its slotted structure and slot independence as time passes in the sequence and the original independent prior becomes negligible in its effect. This is true also if one is interested in disentangled representations, as the features themselves can mix and cease to be independent.

To show this actually happens, we take a PARTS model trained with a fixed prior, as well as a model trained with predictive prior (similar to OP3) and show their resulting segmentation, reconstruction and time-step KL and MSE metrics in Figure 7. The models are both unrolled on a fixed image with action input of 0 (meaning no movement), and unrolled for 32 time steps. As can be seen, the fixed prior model achieves stable segmentation and much higher KL values well into the sequence. The predictive prior model indeed gets better reconstruction error, has much lower KL values (because the KL is much easier to minimize in this case) but the resulting segmentation are far worse.

### 5.2. The effect of top-down information on attention

We test the hypothesis that top-down information is used to shape the attention queries. To do this we train two models, identical in every aspect other than the information used to generate the queries in Equation 4. In one model (NO-TOP-DOWN) we set $s_k$ to be the corresponding slot in $\lambda_t$. No other information is passed in (as would be the case in the original slot-attention model [12]). In the other model (which is the full PARTS model) we concatenate the previous action $a_{t-1}$ and the gradient of the loss w.r.t the posterior parameters as described above. We postulate that this information allows the queries to be shaped more accurately according to the system’s objective. Note that the action and gradient information are available to both models in the bottom-up direction, post-attention. We measure the ARI scores of both models on PLAYROOM and find a significant difference – 0.72 for NO-TOP-DOWN vs 0.78 for the full PARTS model. The attention patterns are also quite different, as can be seen in Figure 8. We visualize the attention weights by normalizing to visible range and super-imposing them on the observation image $x_t$. Without top-down information the the attention is much less specific, being more spread out across the image. With top-down influence the attention is able to focus much more and results in better segmentation. See supplementary material for videos of this visualization.
5.3. Latent traversals

To better understand the learned representations of our model we perform traversals in latent space. We run trained models on 12-step and 8-step sequences from PLAYROOM and ROBOTICS ARM respectively. We use the inferred latents of the last frame as the origin of the traversals. We then apply fixed perturbations within the range \(-2.0\) to \(2.0\) to each feature dimension in each slot (separately, so we can observe the effect on each slot independently). On PLAYROOM, we additionally apply the same perturbation to all slots simultaneously (but still to a single feature dimension) to visualize the joint effect.

A subset of results are in Figure 9. On PLAYROOM, we observe some feature dimensions capture basic individual properties of the objects such as color. Other latents seem to be shared across the different slots and tie them in non-trivial ways – the ones portrayed here seem to correspond to camera viewpoint. Such cross-slot factors are in contrast to the independence assumption imposed by the prior. We postulate the model is able to learn them through the interactions in the transformer. Learning such a global latent explicitly is an interesting future direction which may result in more interpretable models. On ROBOTICS ARM, the model learns latents representing object position across the ground plane (third row in Figure 9). We also find latents that change the arm’s position and grasp (bottom row). More traversals, including videos, are in the supplementary material.

6. Conclusion

We have introduced PARTS—a model that produces state-of-the-art segmentations and representations of objects in complex 3D scenes without supervision. It employs a recurrent, transformer-based dynamics model to predict latents from prior information (including agent actions), followed by a slot attention-based refinement step, which is informed by the reconstruction of the frame from the current posterior estimate, among other inputs. We have shown how the model can be trained to optimize for segmentation or prediction.

For future work, it would be worthwhile exploring whether our independent-frames assumption in the generative process can be relaxed to generate coherent, novel videos without sacrificing representation quality or segmentation performance. The datasets used in this work, while non-trivial, are not of real-world scale — it would be interesting to scale the model up to work on natural data. Finally, we look forward to evaluate downstream applications of the structured representations which PARTS can offer.
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