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This material specifies data configuration in CIL scenar-
ios and model implementation details on SS-IL and other
baselines. It also includes additional experimental results
on ER mini-batch ablation study and other CIL scenarios.
Additional CIL setting [8, 5] consists of large initial base
classes and limited memory usage per class. Lastly, model
performance with respect to the incremental task is reported
to show the overall behavior.

For brevity, we use the term large base for scenarios
that gives 50% of total classes as initial task and base for
those which consider fixed number of classes across all
tasks. Also, memory per class is used for exemplar-memory
constraint allowing only constant number of samples per
classes and fixed memory for alleviated memory usage to
fully store samples from seen classes. For example, Table 1
(Manuscript) corresponds to base and fixed memory setting.
As a result, we show comprehensive results of the models in
4 different settings and 15 different conditions within each
setting, which results in 60 scenarios in total.

1. Datasets and evaluation protocol
ImageNet: ILSVRC 2012 dataset consists of 1,000 classes,
which has nearly 1,300 images per class. By following the
benchmark protocol in [11], we arrange the classes of each
dataset in a fixed random order. For the evaluation of CIL
models, we use ILSVRC 2012 validation set for testing.

In Table 1 (Manuscript), we experiment with varied to-
tal number of incremental tasks, T = {5, 10, 20}, which
corresponds to m = {200, 100, 50} per task, and for the
exemplar-memory size, we use |M| = {5k, 10k, 20k}.
When constructing exemplar-memory, we use Random se-
lection [2] for fixed memory setting, which simply samples
random data from old classes. As exemplars from the new
classes are randomly selected, it is required to delete exem-
plars from the old classes. In order to maintain balanced
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number of exemplars across all the old classes, classes that
have more exemplars are selected and exemplars for the cor-
responding class become more likely to be removed. By
doing so, difference of the number of samples across the
classes is at most 1.

In growing memory setting, we use Ring buffer approach
proposed in [4]. We stored a constant number of sam-
ples per old class, which we denote |Mper| = {5, 10, 20}.
Thus, the number of samples stored in the memory grows
as new tasks sequentially arrive. In large base setting, we
first train the model with 50% of total classes and incremen-
tally learn additional classes per task which corresponds to
m = {100, 50, 25}. Here, we also compare the experimen-
tal results of two exemplar-memory managing approach :
growing memory and fixed memory.

Landmark-v2: Google Landmark Dataset v2 consists of
203,094 classes, and each class has 1 ∼ 10, 247 images.
Since the dataset is highly imbalanced, we sample 1,000
and 10,000 classes in the order of largest number of sam-
ples per class. We denote Landmark-v2 dataset with 1,000
and 10,000 classes as Landmark-v2-1K and Landmark-v2-
10K, respectively. After sampling the classes, we arrange
the classes in a fixed random order. For evaluation, we ran-
domly select 50 and 10 images per each class in Landmark-
v2-1K and Landmark-v2-10K that are not in the training set
for testing.

Since Landmark-v2-1K consists of same number of
classes with ImageNet, all the figures regarding memory
size (|M| or |Mper|) and task numbers(T ) are similar with
ImageNet. However, in Landmark-v2-10K which is com-
posed of 10, 000 classes, the number of classes in each
task is changed to {2000, 1000, 500} when we set T =
{5, 10, 20} in base setting and to {1000, 500, 250} in large
base setting. For exemplar-memory size, we use |M| =
{20k, 40k, 60k} in fixed memory and |Mper| = {2, 4, 6}.
in growing memory setting.

1



Table 1. Hyper-parameters for all methods. Details of post-processing implementations on each method are in Section 2.1
Training Post-processing

Methods / Hyper-parameters Epochs LR LR schedule Epochs LR LR schedule LR decay rate Batch size Other hyper-parameters
iCaRL 60 0.1 20 30 40 50 - - - 0.2 128 -

FT 100 0.1 40 80 - - - 0.1 128 -
IL2M 100 0.1 40 80 - - - 0.1 128 -
EEIL 40 0.1 10 20 30 30 0.01 10 20 0.1 128 -
BiC 100 0.1 30 60 90 200 0.001 60 120 180 0.1 256 -

LUCIR 90 0.1 30 60 - - - 0.1 128 m = 0.5,K = 2, λbase = 10
PODNet 90 0.05 - 20 0.01 - 0.1 64 λc = 8, λf = 10

SS-IL 100 0.1 40 80 - - - 0.1 128 See details
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Figure 1. (a) Average classification score for old and new classes. (b) and (c) confusion matrix, (d) Top-5 accuracy.

2. Implementation details

2.1. Baselines and SS-IL

All the baselines use the Resnet-18 [7] architecture and
are implemented using PyTorch framework [10]. The
weight decay is set to 0.0001 and stochastic gradient de-
scent (SGD) is used with momentum 0.9. Softmax scal-
ing parameter(τ ) used for distillation in Eq.(2) and Eq.(3) (
Manuscript) is set to 2. Details of the hyper-parameters are
summarized in Table 1 and additional explanations on each
baseline model are written in this section.

We planned to consider WA [13] as one of our baselines
for comparison. However, it was unable to compare our
method with WA, since it did not publish its official code
and reproducing its algorithm was unfeasible. Including
SS-IL and all the other baselines, the code implementations
will be publicly available.
iCaRL [11]: Considering the implementations proposed in
[9], instead of binary cross entropy, multi-class cross en-
tropy loss is used for both classification loss and KD loss.
FT and IL2M [1]: After initial task, the training epochs
and the learning rate decay schedule are divided by 4, i.e.
25 epochs and learning rate decay at 10 and 20 epoch.
EEIL [3]: During post-processing, balanced fine-tuning is
applied to both the feature extractor and the classifier. Same
with iCarL, muti-class cross entropy is used for both classi-
fication loss and KD loss.
BiC [12]: After training, BiC additionally trains bias cor-
rection layer using auxiliary validation set. We used 9:1
split for train:val split, which is reported to be the best

choice in the original paper.

LUCIR [8]: LUCIR indicates the “CNN” based method
which shows better performance in large scale dataset com-
pared with “NEM” based method. Also, additional bal-
anced fine-tuning for post-processing was not implemented,
since its effect is insignificant according to [8].

PODNet [6]: For the classifier, 10 proxies are used, and
for faster convergence, NCA loss is used by setting margin
and scale to 0.6 and 1. For post-processing, balanced fine-
tuning is performed on the output classifier.

SS-IL (ours) The batch size used for Dt, i.e. NDt
, is 128,

and we use different replay batch size, NM, depending
on the number of different incremental tasks; i.e., NM =
16/32/64 for T = 20/10/5, respectively. Thus, the ratio
of NDt over NM is 8/4/2, respectively.

2.2. Details on KD analysis models

For a fair comparison, two models used in Section 6.4
(Manuscript) are implemented on the same experimental
conditions and differ in the KD loss term (LTKD and LGKD).
We use the Resnet-18 [7] architecture and the stochastic
gradient descent (SGD) with momentum 0.9. The number
of epochs for training incremental task is 100. The learning
rate starts at 0.1 and is divided by 10 at 40 and 80 epochs.
The weight decay is set to 0.0001 and the batch size is 128.
Softmax scaling parameter(τ ) used for distillation is set to
2. It was trained on base and fixed memory setting which
chooses Random selection for exemplar-memory construc-
tion.



3. Algorithm
Algorithm 1 shows the overall training mechanism of our

SS-IL.

Algorithm 1 Separated Softmax for Incremental Learning
(SS-IL)
Require: {Dt}Tt=1: Training dataset
Require: M← {}: Memory buffer
Require: E: The number of epochs per task.
Require: NDt

, NM: Training & replay batch sizes
Require: α: Learning rate
Require: θ : Network parameters

# Start class incremental learning
Randomly initialize θ
for t = 1, ..., T do

for e = 1, ..., E do
# Sample a mini-batch of size NDt

for BDt
∼ Dt do

# Sample a mini-batch of size NM
BM ∼M
Lt(θ) =

∑
(x,y)∈BDt∪BM

LSS-IL,t((x,y),θ)

θ ← θ − α
NDt+NM

· ∇θLt(θ)
end for

end for
M← UpdateMemory(Dt,M)

end for

4. Analysis on ER mini-batch

Table 2. Results on ImageNet-1K with varying NM and T .
T /NM 16 / 32 / 64 16 / 32 / 64

Average Top-1 accuracy Average Top-5 accuracy
20 58.8 / 59.0 / 58.9 82.9 / 82.6 / 82.4
10 54.3 / 64.5 / 68.2 86.6 / 86.4 / 86.0
5 68.4 / 68.4 / 68.2 88.8 / 88.6 / 88.4

In this section, we carry out analyses on ER mini-batch
for ImageNet-1K with T = 10 and |M| = 10k. Figure 1
shows the ablation study results on ER mini-batch. Note
that “SS-IL w/o ER” stands for SS-IL without ER mini-
batch. In Figure 1 (a), similarly as the results shown in
Manuscript, due to the effectiveness of SS, “SS-IL w/o ER”
also has balanced output scores. By comparing Figure 1 (b)
and (c), “SS-IL” shows little more balanced predictions, and
as a result, “SS-IL” shows minute increase in the final task.
Though the effect of using ER mini-batch is marginal, to
get more balanced prediction and well performing results,
we use it as an additional technique.

Table 2 shows the results on Average Top-1 and Top-5
accuracy with respect to varying ER mini-batch size, NM,
and the total number of incremental tasks, T . From the ta-
ble, we observe that no matter what NM is being used, the

accuracy differences are negligible. This indicates that us-
ing ER mini-batch is effective regardless of the ratio be-
tween old and new class samples in the mini-batch, if the
old class examples are guaranteed to some extent.

5. Additional results
5.1. Additional CIL scenarios

Table 3, 4, and 5 report Average Top-1 and Top-5 accu-
racy in ImageNet-1K and Landmark-v2-1K. Each table rep-
resents different CIL setting depending on additional mem-
ory constraint and base class quantity. Namely, CIL scenar-
ios in Table 4 and Table 5 assume recently proposed large
base setting. Also, Table 3 and Table 5 assume growing
memory setting which has more strict memory constraint.
Baseline models that show comparable results among those
in Table 1(Manuscript) are selected for evaluation. Due to
time and memory limitations, we are currently unable to
report all the results for Landmark-v2-10K dataset, partic-
ularly for PODNet [6]. We will make sure to update the
remaining results as soon as possible in an arXiv version.

In Table 3, we clearly observe that our SS-IL is su-
perior to other methods for the hard memory constraint
setting. Results in T = 10 and |Mper| = {5, 10, 20}
show that SS-IL with |Mper| = 5 even excel other mod-
els that use two or four times more images per class.
Also, compared to results in Table 1 (Manuscript), SS-IL
shows much small Top-1 accuracy drop caused by most of
the cases, e.g, SS-IL(1.3%↓), EEIL(8.9%↓), BIC(5.5%↓),
LUCIR(3.8%↓), PODNet(3.7%↓) at ImageNet-1K T = 10
and |M| = 20K, which corresponds to ImageNet-1K T =
10 and |Mper| = 20. These results show SS-IL’s strong ro-
bustness in memory conditions which in turn leads to high-
est performance in most CIL scenarios.

In Table 4 and 5, we clearly observe that SS-IL outper-
forms strong baselines in large base setting (LUCIR, POD-
Net) as well on many scenarios. Note that unlike LUCIR
and PODNet that utilize large base setting tailored algo-
rithm, SS-IL does not assume any CIL scenario in learning
objective and achieves as much or even better performance.
SS-IL also shows no significant difference in accuracy when
growing memory setting is adapted in Table 5.

5.2. Overall Top-1 and Top-5 accuracy

We report overall Top-1 and Top-5 accuracy on each
dataset with respect to the incremental task. By referring
these figures below, we can compare each methods in a
more class incremental view. Figure 2 and 3 show the de-
tailed results used to generate (Table 1 (Manuscript). Sim-
ilarly, Figure 4, Figure 5, and Figure 6 show the overall
results in Table 3, Table 4, and Table 5. In summary, SS-
IL achieves much higher accuracy than other baselines for
most of the scenarios.



Table 3. The results on base setting combined with growing memory setting. |Mper| denotes the number of stored samples per old class.
The evaluation metrics are the Average Top-1 and Top-5 accuracy. Accuracy is averaged over all the incremental tasks (i.e. including both
initial task and incremental tasks)

T = 10 |Mper| = 10 (1K), 4 (10K)
Dataset ImageNet-1K Landmark-v2-1K ImageNet-1K Landmark-v2-1K
|Mper| 5 / 10 / 20 5 / 10 / 20 T = 20 / T = 5 T = 20 / T = 5

Average Top-1 accuracy
EEIL [3] 38.5 / 46.2 / 52.0 38.8 / 44.5 / 50.0 42.2 / 51.2 38.8 / 49.5
BiC [12] 38.5 / 43.0 / 55.0 39.1 / 47.8 / 53.8 38.5 / 59.1 36.4 / 58.1

LUCIR [8] 47.0 / 49.7 / 52.7 46.1 / 49.3 / 52.6 39.0 / 59.5 41.1 / 58.0
PODNet [6] 44.2 / 57.3 / 56.7 - 40.5 / 63.6 -
SS-IL (ours) 62.3 / 63.4 / 63.9 56.0 / 57.0 / 58.1 57.0 / 67.4 49.9 / 62.7

Average Top-5 accuracy
EEIL [3] 65.3 / 72.3 / 76.9 58.5 / 64.3 / 69.5 68.1 / 76.0 58.6 / 69.0
BiC [12] 57.5 / 67.1 / 78.2 57.0 / 67.4 / 72.8 59.8 / 79.8 54.8 / 76.9

LUCIR [8] 67.8 / 71.3 / 74.8 63.7 / 70.9 / 67.5 59.7 / 81.0 59.2 /75.3
PODNet [6] 64.8 / 79.2 / 78.9 - 62.7 / 84.2 -
SS-IL (ours) 85.3 / 85.9 / 86.0 76.8 / 77.3 / 77.7 81.6 / 88.2 72.2 / 80.9

Table 4. The results on large base setting combined with fixed memory setting. |M| denotes the number of stored samples during training.
T = 10 |M| = 10k (1K), 40k (10K)

Dataset ImageNet-1K Landmark-v2-1K ImageNet-1K Landmark-v2-1K
|M| 5k / 10k / 20k 5k / 10k / 20k T = 20 / T = 5 T = 20 / T = 5

Average Top-1 accuracy
EEIL [3] 40.6 / 46.2 / 50.7 41.0 / 46.6 / 51.6 39.3 / 52.7 41.3 / 51.8
BiC [12] 41.4 / 46.4 / 50.7 41.1 / 45.8 / 49.8 36.2 / 55.4 36.5 / 55.3

LUCIR [8] 54.7 / 57.6 / 60.6 54.9 / 58.3 / 61.7 54.8 / 60.3 55.2 / 61.4
PODNet [6] 47.9 / 58.4 / 64.2 - 51.0 / 65.3 -
SS-IL (ours) 59.9 / 61.9 / 63.4 57.5 / 59.8 / 61.9 57.1 / 65.7 55.0/ 64.0

Average Top-5 accuracy
EEIL [3] 66.7 / 71.8 / 75.6 61.1 / 66.1 / 70.1 64.6 / 77.8 60.6 / 71.1
BiC [12] 64.5 / 69.8 / 74.2 59.5 / 64.4 / 68.4 58.0 / 78.9 53.6 / 74.0

LUCIR [8] 77.5 / 80.5 / 83.2 73.3 / 76.3 / 78.9 78.4 / 82.6 74.0 / 78.4
PODNet [6] 68.9 / 79.9 / 84.7 - 73.0 / 85.7 -
SS-IL (ours) 84.7 / 85.4 / 86.2 78.3 / 79.4 / 80.6 82.3 / 87.6 76.0 / 82.2

Table 5. The results on large base setting combined with growing memory setting.
T = 10 |Mper| = 10 (1K), 4 (10K)

Dataset ImageNet-1K Landmark-v2-1K ImageNet-1K Landmark-v2-1K
|Mper| 5 / 10 / 20 5 / 10 / 20 T = 20 / T = 5 T = 20 / T = 5

Average Top-1 accuracy
EEIL [3] 31.6 / 38.1 / 44.0 33.8 / 40.1 / 46.4 32.8 / 43.1 36.6 / 44.7
BiC [12] 38.0 / 44.4 / - 39.4 / 44.6 / 49.0 33.9 / 53.6 35.6 / 54.1

LUCIR [8] 53.3 / 55.9 / 59.0 52.5 / 56.5 / 59.8 52.6 / 59.2 52.9 / 59.8
PODNet [6] 41.9 / 53.5 / 61.9 - 45.7 / 63.3 -
SS-IL (ours) 58.3 / 60.5 / 62.3 55.7 / 58.0 / 60.2 55.4 / 64.9 52.9 / 62.8

Average Top-5 accuracy
EEIL [3] 56.9 / 64.1 / 69.6 52.6 / 59.1 / 65.0 57.3 / 69.0 55.2 / 63.8
BiC [12] 61.2 / 68.0 / - 57.6 / 63.2 / 67.4 55.4 / 77.6 52.6 / 73.0

LUCIR [8] 75.7 / 78.8 / 81.8 70.1 / 75.0 / 77.6 76.4 / 81.5 72.0 / 77.3
PODNet [6] 62.0 / 75.3 / 83.0 - 67.6 / 84.4 -
SS-IL (ours) 84.1 / 84.8 / 85.7 77.4 / 78.6 / 79.7 81.2 / 87.5 74.5 / 81.8
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Figure 2. Top-1 accuracy on ImageNet-1K, Landmark-1K and, Landmark-10K.
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Figure 3. Top-5 accuracy on ImageNet-1K, Landmark-1K and, Landmark-10K.
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Figure 4. Top-1 and Top-5 accuracy on base and growing memory setting at ImageNet-1K and Landmark-1K
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Figure 5. Top-1 and Top-5 accuracy on large base and fixed memory setting at ImageNet-1K and Landmark-1K
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Figure 6. Top-1 and Top-5 accuracy on large base and growing memory setting at ImageNet-1K and Landmark-1K
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