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This document provides additional details of our work. It
provides qualitative results of segmentation results obtained
with our method are shown. Besides, the per-class evalua-
tion of the benchmarking is provided, which expands the
mloU evaluation from the main paper.

1. Qualitative Results

This section provides additional qualitative results for
our semi-supervised semantic segmentation method on the
Cityscapes and Pascal-VOC datasets.

To further analyze the performance of our method in a
more visual manner, and to make it easier for future visual
comparison with future work, we show 20 segmentation
results for both the Cityscapes and Pascal-VOC datasets.
We visually compare the result of our method with the ref-
erence fully supervised set-up and the ground truth. Our
method uses the most challenging labeled ratio: % for the
Cityscapes and % for Pascal-VOC.

Figures 1 and 2 show the visual results for the
Cityscapes. We can appreciate that for several images, the
results are very similar to the segmentation achieved by the
fully supervised version. Even for difficult classes (traffic
light, traffic sign, pole, person, rider) our method trained
on only % labels shows really good performance. Usu-
ally the fully supervised set-up shows better performance
on borders and small shape details, which is probably the
remaining challenge for semi-supervised approaches. Note
that black pixels from the labels are ignored.

Figures 3, 4 and 5 show the visual results for the
Pascal-VOC. This dataset contain more simple scenes com-
pared to Cityscapes samples (urban scenarios) where usu-
ally only one or two objects are segmented. Similarly to the
Cityscapes comparison, we can see that our method trained

on only % shows similar performance to the fully super-
vised setting. Most cases where the fully supervised model
outperforms our method are again in borders and details. In
this data we can also appreciate advantage of the fully su-
pervised approach for difficult classes like chair or potted
plant. Note that white pixels from the labels are ignored.

2. Per-class Benchmark Evaluation

In this section, we show the benchmarking evaluation de-
tailing the per-class performance. Previous work, in partic-
ular the approaches considered reference baselines for our
work, do not specify this per-class evaluation, only report-
ing the mean Intersection over Union (mloU). Therefore,
no comparison can be made with other works. However,
this allows future works to be able to compare in a per-class
level.

As specified in the main paper, the results are the mean
of three executions on different training data splits. Ta-
ble | shows the per-class performance for semi-supervised
semantic segmentation on the Cityscapes benchmark and
Table 2 on the Pascal-VOC benchmark. Table 3 details the
per-class evaluation for the semi-supervised domain adap-
tation for semantic segmentation. This table is evaluated on
the Cityscapes and it is trained on the full labeled GTAS
dataset and on the partially labeled Cityscapes dataset.



Traffic sign . Vegetation

. Truck . Bus

Figure 1. Qualitative results on Cityscapes. Models are trained using Deeplabv2 with ResNet-101. From left to right: Image, our method
(trained on % labels), fully supervised training and, the corresponding labels.
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Figure 2. Qualitative results on Cityscapes. Models are trained using Deeplabv2 with ResNet-101. From left to right: Image, our method
(trained on % labels), fully supervised training and, the corresponding labels.
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Figure 3. Qualitative results on Pascal-VOC. Models are trained using Deeplabv2 with ResNet-101. From left to right: Image, our method
(trained on % labels), fully supervised training and, the corresponding labels.
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Figure 4. Qualitative results on Pascal-VOC. Models are trained using Deeplabv2 with ResNet-101. From left to right: Image, our method
(trained on % labels), fully supervised training and, the corresponding labels.

l:lTrain



Fully Supervised Label

. Bottle
. Dinning table . Cat
. Potted plant -Sheep . Sofa - Train
. Bus

Figure 5. Qualitative results on Pascal-VOC. Models are trained using Deeplabv2 with ResNet-101. From left to right: Image, our method
(trained on % labels), fully supervised training and, the corresponding labels.




Table 1. Per-class performance (IoU) for semi-supervised semantic segmentation. Train on Cityscapes train split and evaluated on
Cityscapes val set. Different configurations of our method are compared.
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% 1 Dv2 | 58.0 959 702 851 37.6 368 370 433 529 86.6 446 902 622 400 877 448 60.7 26.8 375 63.0
% C Dv2 | 594 | 960 715 868 423 363 41.0 462 553 865 448 906 652 417 885 46.1 550 319 40.7 63.1
3710 I Dv3+ | 648 | 969 778 90.2 404 41.6 556 563 675 900 503 90.8 742 534 91.1 456 653 285 500 68.7
Tls 1 Dv2 | 599 | 964 71.8 859 41.0 388 384 435 534 867 473 903 635 429 88.6 485 633 628 41.0 63.7
é 1 Dv2 | 63.0 | 97.0 735 87.6 482 419 40.1 443 558 877 513 909 656 445 894 580 684 427 458 63.6
é C Dv2 | 644 | 97.1 746 88.1 483 395 440 493 604 88.7 533 920 675 478 90.8 67.7 706 33.1 46.6 642
% I Dv3+ | 700|974 799 90.2 427 450 566 582 703 91.1 593 922 760 548 93.1 655 748 566 568 704
% 1 Dv2 | 63.7 | 872 742 877 499 435 403 441 56.8 88.0 521 909 672 453 89.8 632 694 451 463 62.7
% I Dv2 | 648 | 974 753 876 50.1 46.0 408 444 57.6 882 531 91.0 675 467 902 675 713 517 423 61.6
% C Dv2 | 659 | 972 76.1 879 478 46.1 448 486 61.0 89.1 549 918 685 49.6 909 69.0 736 482 435 633
i I Dv3+ | 71.6 | 97.5 804 90.6 456 473 572 568 694 909 587 91.7 76.1 520 931 646 762 60.5 557 68.8
% 1 Dv2 | 65.1 | 974 757 877 50.8 456 41.1 458 584 88.6 530 91.1 678 473 90.2 68.1 725 509 442 614

I: ImageNet, C: COCO, Dv2: DeeplabV2 with ResNet-101 backbone, Dv3+: DeeplabV3+ with ResNet-50 backbone

Table 2. Per-class performance (IoU) for semi-supervised semantic segmentation. Train on Pascal-VOC train split and evaluated on Pascal-
VOC val set. Different configurations of our method are compared.
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% 1 Dv2 | 654 | 915 754 378 825 43.1 659 885 803 834 229 759 412 693 70.1 720 779 48.6 668 443 762 60.8
% C Dv2 | 679|921 773 355 832 582 66.8 89.6 799 833 253 760 454 773 766 728 79.8 492 73.1 483 778 594
% 1 Dv3+ | 634|913 749 398 846 39.1 676 887 823 862 290 747 378 649 66.1 728 79.8 50.1 614 472 787 639
% 1 Dv2 | 67.8 | 919 765 375 834 540 672 893 825 849 267 767 436 755 751 739 795 49.6 718 447 776 613
% C Dv2 | 700 | 93.1 814 394 853 551 699 893 847 880 304 799 457 789 78.6 763 81.0 515 762 46.1 780 62.1
% I Dv3+ | 691|922 814 425 818 604 648 88.6 81.5 842 227 788 521 797 786 782 787 520 734 405 759 622
é 1 Dv2 | 699 | 92.8 81.7 392 847 570 69.1 89.0 828 864 282 803 480 789 793 773 80.8 527 741 444 789 613
% C Dv2 | 71.6 | 934 825 386 869 63.1 740 823 848 86.1 31.0 812 485 80.7 79.7 77.1 833 538 752 458 8l.1 537
% I Dv3+ | 71.8 934 842 395 859 614 676 913 822 870 30.1 826 533 814 81.1 785 805 579 767 46.1 826 643

I: ImageNet, C: COCO, Dv2: DeeplabV2 with ResNet-101 backbone, Dv3+: DeeplabV3+ with ResNet-50 backbone

Table 3. Per-class performance (IoU) for semi-supervised domain adaptation semantic segmentation. Train on the GTAS dataset as the full
labeled dataset and Cityscapes as the partially labeled dataset. Evaluated on Cityscapes val set. Different configurations of our method are
compared. All configurations use the Deeplabv3+ with ResNet-50 backbone and are ImageNet pre-trained.
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% 599 | 954 703 86.5 439 414 371 41.8 545 86.6 46.1 89.5 629 427 880 512 61.8 364 39.8 626
%5 62.0 | 963 714 86.8 476 39.8 380 422 565 87.1 504 90.0 653 43,6 898 639 652 40.7 424 615
é 642 | 964 725 87.0 488 44.1 384 425 576 87.1 525 90.1 660 469 902 69.7 703 513 459 61.8
% 65.6 | 964 723 875 504 475 408 437 590 87.6 524 7910 66.1 464 903 729 742 579 475 622




