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A. Relation to frequency perspective

Our work focuses on the feature perspective [7] to analyze
the model robustness. A Fourier perspective on robustness is
introduced in [15]. With the analysis of corruption analysis
in Sec. 3.2, our explanation from the feature perspective is
“noise corruptions mainly corrupt the NRFs while contrast
and fog mainly corrupt the RFs”. Their explanation from
the frequency perspective can be summarized as: noise cor-
ruptions mainly corrupt the high-frequency (HF) features
while contrast and fog mainly corrupt the low-frequency
(LF). These two explanations align well with each other
in the sense that NRFs are widely recognized to have HF
property, which motivated the exploration of several defense
methods [2, 9]. Moreover, our work is the first to demon-
strate that the model learns the order from RFs to NRFs.
Meanwhile, it has been shown in [14] that the model learns
first LF component then HF component, which aligns well
with our finding by perceiving NRFs having HF properties.

B. Experimental setup

B.1. Setup for training models in Sec. 3.2

The models for CIFAR10 and SVHN used in Sec. 3.2
were trained with SGD with the training parameters listed
in Table Al. The ResNet50 models in Table 1 and Table 2
of the main manuscript were trained for 350 epochs with an
initial learning rate of 0.1, which was decreased by a factor
of 10 at epochs 150 and 250, while the other parameters are
the same as before. For ImageNet, the VGG models were
obtained from the t orchvision library, while the ResNet
models are trained with the same parameters as in [6].

“Equal contribution

Table A1. Parameters to train a standard model on CIFAR10/SVHN.

Parameter Value
Learning rate 0.01
Batch size 128

Weight Decay 0.0005
Epochs 300
Learning rate decay epochs 200
Learning rate decay factor 0.1

Table A2. Training parameters for adversarial training for CI-
FAR10/SVHN.

Parameter Value
Learning rate 0.01
Batch size 128
Weight Decay 0.0005
Epochs 150
Learning rate decay epochs 100
Learning rate decay factor 0.1
PGD-variant l2
PGD step size (o) 0.1
PGD perturbation magnitude (¢) 0.5
PGD iterations 7

B.2. PGD attack for evaluating the adversarial ro-
bustness

In Table 1, we evaluate the robustness of models with
the 5 and [, variants of the PGD-attack [10] and Carlini &
Wagner (CW) attack [1]. For the l» and [, attack we use
e = 0.25 and ¢ = 1/255 for images within a pixel range
of [0, 1], respectively. The attacks are run for 20 iteration
steps and we calculate the step size with 2.5¢/steps. For the
CWe-attack [ 1], we follow [16] to adopt the PGD approach
with the CW loss and the same hyper parameters as above.

The robust accuracy values in all figures in Sec. 5 are
obtained with l5-PGD as above, but for 10 iteration steps on
1000 evaluation samples (100 samples per class) to reduce
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Figure Al. Trend of LIGS with different perturbations: Gaussian,
Uniform, FGSM, PGD (left to right).

Table A3. Cross-evaluation of the features extracted from source
models on target models with the baseline VGG16 for standard
models.

W None BN 1IN LN GN
Target

None — 45.6 29.6 52.1 459
BN 75.3 — 358 9589 543
IN 66.1 504 — 53.0 61.9
LN 794 594 379 — 63.4
GN 733 544 431 613 —

Table A4. Cross-evaluation of the features extracted from source
models on target models with the baseline VGG16 for adversarially
trained models.

W None BN IN LN GN
Target

None — 85.0 59.8 75.8 65.9
BN 81.3 — 581 737 625
IN 75.8 788 — 694 62.9
LN 829 845 600 — 648
GN 80.7 83.7 638 73.7 —

computation cost.

B.3. LIGS metric

By default, the LIGS values are calculated with v being
set to Gaussian noise with mean p = 0 and standard devi-
ation o = 0.01. In Figure Al v is set to either Gaussian
noise, uniform noise in the range of [—0.01, 0, 01], FGSM
with € = 0.01 or [,-PGD with € = 0.01, 7 step iterations
and a step size of 2.5¢/steps.

C. Feature Transferability

In Sec. 3.1 we formulated the conjecture, that BN shifts
the model to rely more on NRFs instead of RFs and pro-
vided empirical evidence for this conjecture. Additional to
the empirical evidence given in Sec. 3.2, we provide one
additional piece of evidence via a feature transferability anal-
ysis. We extract the features out of the trained models as
a new dataset and perform cross-evaluation on the remain-
ing models (details in the supplementary). The results are
shown in Table A3. As a control study, we perform the
same analysis on adversarially trained robust models, see
Table A4. It has been shown in [1 1] that robust models are
superior to normally trained models for transfer learning,

which demonstrates that RFs can transfer better. Here, we
find that features extracted from robust models (right) can
transfer better than the features extracted from standard mod-
els (left). For the normally trained models, we observe that
the features extracted from the model w/o normalization
transfer better (indicated in bold) than those models with
BN/IN/LN/GN, especially IN. Recognizing the extracted
features have both RF and NRFs, our observation suggests
that the models with normalization rely more on NRFs than
that w/o BN.

C.1. Extracting features as a dataset from a model

To demonstrate feature transferability in Table A3 and
Table A4, we extract features from standard and adversarially
trained models as a dataset. For robust models in Table A4
we follow the adversarial training strategy from [10] with [-
PGD and we list the parameters in Table A2. We follow the
procedure and hyperparameter choices in [7] and generate
dataset f), given a model C":

T _ JE@y~oly- f(z)] if f € Fc
E(x,y)ND[y flx)] = {0 otherwise,
(Al)

where F¢ is the set of features utilized by C'. The set of
activations in the penultimate layer g(x) corresponds to Fo
in the case of DNNs. Thus, to extract the robust features
from C we perform the following optimization:

min||g(z) - gz’ +9)]|2. (A2)

The optimization is performed for each sample x from D.
Likewise, 2’ is drawn from D but with a label other than
that of «. The optimization process is realized using the /5
variant of PGD. We set the step size to 0.1 and the number
of iterations to 1000 and we do not apply a restriction on the
perturbation magnitude e.

D. Influence of other normalization techniques
on LIGS

In Fig. 1, we show the influence of BN on the robust accu-
racy and LIGS over the model training process. Additionally,
Fig. A2 shows the results of repeating this experiment with
IN, LN, and GN. Similar trends to those of BN are observed.

E. Results on ImageNet with LIGS trend

Fig. A3 shows the influence of normalization for models
trained on ImageNet. It can be observed that the model with
IN always exhibits the lowest accuracy, while the model
with BN has the highest accuracy. Similar to the results on
CIFAR10, BN/IN/LN/GN consistently leads to lower LIGS.
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Figure A2. Trend of clean accuracy (top), robust accuracy (middle),
LIGS (bottom) for ResNet18 on CIFAR10 with different normal-
ization techniques (IN, LN, GN) applied.
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Figure A3. Comparison of different normalization techniques for
ResNet18 (top) and ResNet50 (bottom) trained on ImageNet.

F. Description of D r/ D Nr/! ﬁmnd / ﬁdet

[7] introduced a methodology to extract feature datasets
from Amodels. In particular the datasets D, DNRr, Drand
and Ddei were introduced, which we will describe here
briefly. Dp indicates a dataset containing mainly RFs rele-
vant to a robust model, and Dy g indicates that with standard
model. During the extractlon of D N R, the magnltude € was
not constraint, thus D ~ r has both RFs and NRFs. Dmnd and
Ddet are datasets consisting of “useful” NRFs represented
through adversarial examples for a standard model. The
target classes of Dy,pg were chosen randomly, while the ones

Table AS. Hyperparameters for training the extracted datasets.
Dataset ‘ LR Batch size LR Drop Data Aug. Momentum Weight Decay

Dr 0.01 128 Yes Yes 0.9 5.10~4
Dyr (001 128 Yes Yes 0.9 5.10~4
Drana  |0.01 128 Yes Yes 0.9 51074
Deet 0.1 128 Yes No 0.9 5.104
Deonfrice| 0.1 128 Yes No 0.9 51074

for ﬁdel were selected with an offset of ¢ 4 1 to the original
sample ground-truth class. Note that these datasets are la-
beled with the target class for which the adversarial example
was generated. We follow the procedure described in [7] and
extract the datasets from a ResNet50 model. The hyperpa-
rameters used to train a model on one of the above datasets
are listed in Table AS. We use SGD as an optimizer and train
the models for 150 epochs with a learning rate decrease by a
factor of 10 at epochs 50 and 100.

__ Fig. A4 shows the trends for training ResNet18 on ZAZR,
Dnr and D,.,q. As seen before, the model trained on Dy
achieves a relatively high LIGS, while the model trained on
Dmnd exhibits relatively low LIGS values. The LIGS values
for the model trained on D N R are 1n the middle of D r and
Dmnd, which is expected because D ~ r has RFs and NRFs.
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Figure A4. Comparison of ﬁR, YSNR and ﬁmnd.

Fig. 6 shows the trends for training a ResNetl8 on
DCon flict» € consisting of conflicting features. DCon flice dif-
fers from Ddet in that it draws z’ from a robust dataset D R
instead of D. The same experiment wi/gh Daget 1s shown in
Fig. AS. The results resemble those of Do f1i0:. However,
we used ﬁc’on flict to avoid the influence of the NRFs in D.
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G. Evaluating adversarial robustness with
FGSM attack

Motivated by the (local) linearity assumption, [5] pro-
posed the one-step FGSM attack. FGSM efficiently attacks
the model but is not as effective as PGD attack [10] because
the DNN is not fully linear. With iterative nature to overcome
this linearity assumption, PGD is a very strong attack and
de facto benchmark standard for evaluating the adversarial
robustness, due to which PGD is adopted in our work. Here,
we discuss the effect of BN with FGSM. BN reduces the
LIGS value, which indicates the model with BN has low lo-
cal linearity. Since the success of FGSM is highly dependent
on the linearity assumption, the FGSM attack is conjectured
to be less effective on the model with BN than w/o BN. This
conjecture is supported by the results in the supplementary.
As shown in Table A6, we find that with FGSM attack, the
model with BN has higher adversarial robustness than that
w/o BN.

Table A6. Robust accuracy comparison of models with and w/o BN
under FGSM attack.

FGSM
4/255

VGGI11 (None)  90.06  32.51
VGGI11 (BN) 92.48  40.86
VGGI16 (None) 91.89  23.26
VGGI16 (BN) 93.7 51.28
ResNet50 (None) 92.15  28.23
ResNet50 (BN) 95.6  38.07

Network Acc

H. Additional Transferability Results

In Section 7 we demonstrated that more strong trans-
ferable adversarial examples can be generated for models
without BN. In Table A7 we demonstrate that adversarial
examples generated on adversarially trained models trans-
fer better than normal models. Compared to the ResNet50
model with BN, both adversarially trained models transfer
better for all [-lFGSM variants. Except for DI-FGSM, the ad-
versarially trained models do also outperform the RN50 mod-
els without BN. The results for DI-FGSM and TI-FGSM for
CIFAR10 are shown in Table A8. The results resemble the
ones originally presented in Table 4 of the main manuscript.

In Figure 9 of the main manuscript, we demonstrated
that the transferability of adversarial examples generated
for a ResNet18 on CIFAR10 decreases with ongoing model
training. In Figure A6 we provide the complementary result
for a ResNet18 trained on ImageNet. For ResNet18 trained
on ImageNet, we observe a similar trend as on CIFAR10.
The transferability initially increases and then decreases
gradually during training.

Table A7. Influence of BN on the transferability of robustly trained

ResNet50 models. Results on ImageNet with various baselines:

I-FGSM [8], MI-FGSM [3], DI-FGSM [13] and TI-FGSM [4].
Variant BN|RN50 DN121 VGG19 RN152 MN-V2 I-V3| Avg

Standard 'Y | 100  80.1 71,6 862 734 342|742
I Standard N | 98.6 943 87.0 955 944 721|903
Ly;=30 Y |989 986 946 983 981 96.5(975
Lo=4 Y |973 959 925 961 96.6 92.7(95.2
Standard Y | 100 88.8 819 928 83.0 50.7(829
MI Standard N | 989 954 887 955 962 785|922
Ly,=30 Y |976 971 929 967 97.6 94.8/96.1
Loo=4 Y |955 946 89 937 951 89.3(93.0
Standard 'Y | 100 98.1 969 979 944 598|912
DI Standard N | 99.4  99.1 95.8 98.1 98.8  90.3196.9
Ly=30 Y 980 975 919 963 972 943|959
Loo=4 Y |[939 939 8.8 913 941 88.6(91.3
Standard 'Y | 100 824 754 886 77.1 403|773
T Standard N | 98.7 950 870 957 952 77.6|91.5
Ly=30 Y 985 983 962 979 98.6 95.8|97.5
Lo=4 Y |94 964 928 955 971 939|954

Table A8. Influence of BN on the transferability. Results on CI-
FAR10 with two baselines: DI-FGSM [13], TI-FGSM [4].
Source BN|AlexN VGG16 RN50 DN RNext WRN | Avg

VGGI6 Y | 28.7 100*  91.8 89.7 90.9 90.8 |82.0
DI VGG 16 N | 42.0 99.9 99.8 99.1 99.3 99.6 |190.0
ResNetl8 Y | 25.3 80.7 88.1 87.2 91.6 92.1 |77.5
ResNetl8 N | 414 99.6 99.7 98.5 99.3 99.1 [89.6
VGGI16 Y | 339 100.0 80.8 749 80.7 78.8 |749
TI VGG 16 N | 51.2 99.6 99.3 97.2 98.3 984 |90.7
ResNetl8 Y | 26.7 67.7 76.5 739 80.5 817 |67.8
ResNetl§ N | 531 991 994 97.0 987 980 |90.9
0.9
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Figure A6. Performance of a substitute ResNetl8 (ImageNet)
model measured across different training epochs on 5 black-box
models.

I. Visualization of the optimization landscape

Following [12], we visualize the optimization landscape.
The results on ResNet18 and VGG16 are shown in Fig.A7
and Fig.A8, respectively. On ResNetl8, only BN leads
to a more predictive and stable gradient; on ResNet50,
BN/IN/LN/GN lead to a more stable gradient, however,
the effect of IN/LN/GN is significantly smaller than that
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of BN. The results demonstrating the influence of shortcut

L 6 00
are shown in Fig. A9 where the shortcut is found to have a s [ | W.shortaut g1 T Wshortaut 73 [ — W shortcut
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leads to a less stable gradient than BN.
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