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1. Network Implementation Details
In this section, we describe implementation details of the

parameterized components in Ask&Confirm: Text Encoder,
Image Encoder, policy net, and value net.

Text Encoder. We map the natural language to a 256-
dimensional vector space. Given a sentence T that contains
n words, we represent the i th word in it with a one-hot vec-
tor showing the index of the word in a vocabulary and then
embed the word into a 300-dimensional vector xi through
an embedding matrix We. Then, we use a one-layer unidi-
rectional GRU to map the vector to the final textual feature
along with the sentence context. The GRU reads the sen-
tence T from 1 to n th word and obtains the final textual
feature xT :

xT = GRU(xi), i ∈ [1, n] (1)

We do not use a bidirectional GRU in this work because
the performance between them is close according to our ex-
perimental results.

Image Encoder. Given an image I , we aim to map it to a
set of 256-dimensional vectors XI = {xI1, xI2, ..., xIk}, k =
36 where each vector encode a region and predict a set of
objects A = {a1, a2, ..., aj} in an image. We refer to de-
tection of salient regions as bottom-up attention [1] and im-
plement it with a Faster-RCNN [5]. We adopt the Faster-
RCNN whose backbone is a ResNet-101 [2] pretrained by
Anderson et al. [1] on Visual Genome [3]. For each region
i, fi is defined as the mean-pooled feature from this region
and the dimension of fi is 2048. To get a 256-dimensional
vector as textual vectors, we add an two-layer MLP to trans-
form fi to xIi :

xIi =MLP (fi) (2)

As for predicting objects, the original model predicts at-
tribute classes and instance classes together to learn feature
representations with rich semantic meaning. However, in
our Ask&Confirm, we just need objects in an image. Hence,
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Type Weight shape Input size
Fc 2048×256 N×2048
Fc 256×256 N×256
Fc 9216× 256 N×9216
Fc 256× 1601 N×256

Table 1: The architecture of MLP that predicts the objects
in an image. N denotes the batchsize and Fc denotes the
fully-connected layer.

Type Weight shape Input size
Fc 3202× 256 N×3202
Tanh - N×256
Fc 256×256 N×256
Tanh - N×256
Fc 256× 1601 N×256
Softmax - N×1601

Table 2: The architecture of policy net. Tanh denotes the
hyperbolic tangent function and Softmax denotes the soft-
max function.

Type Weight shape Input size
Fc 3202× 256 N×3202
Tanh - N×256
Fc 256×1 N×256

Table 3: The architecture of value net.

we re-train a two-layer MLP to predict the objects in I . Af-
ter obtainingXI , we concatenate all vectors into a 36×256-
dimensional vector XI

1 and use the MLP to predict every
object’s probability of being in I . The architecture of the
re-trained MLP is shown in Table 1.

Policy Net. Given a state s ∈ R3202. The policy net



π outputs a 1601-dimensional vector as the object sample
distribution. During training, we apply a stochastic sam-
pling to choose objects to users while in the testing period,
a greedy sampling is applied. The architecture of π is shown
in Table 2.

Value Net. Given a state s ∈ R3202. The value net V
outputs a scalar that estimates the real advantage returned
by the interactive agent. According to [6], estimating the
advantage is helpful to reduce the variance of reinforcement
learning. The architecture of V is shown in Table 3.

2. Implementation Details of Partial Query v.s.
Partial Query + Objects

To demonstrate that objects in an image are discrimina-
tive enough to distinguish different images, we conduct an
experiment, i.e. partial query v.s. partial query + objects, to
compare two types of queries: partial query and supplement
partial query with the name of the objects. The experiment
is evaluated on Visual Genome [3].

In detail, for each image i that includes several captions
Q = {qn}

NQ

n=1 to describe it, we randomly choose one cap-
tion qn as the partial query. As for the additional objects, we
use an object detector [1] pretrained on Visual Genome [3]
to detect all objects A = {an}NA

n=1 contained in each image.
These objects’ names are regarded as additional queries.
For example, if an initial query q, i.e. “a man is surfing”, is
chosen to retrieve its corresponding image i and the detec-
tor detects all objects A, i.e. “man”, “sea” and “surfboard”,
in the target image, these words of objects are regarded as
three individual queries appended to the initial query. Thus,
the new queries includes four query: “a man is surfing”,
“man”, “sea” and “surfboard”. As a result, the new query
adds more discriminative information to retrieve the target
image.

3. Pseudo Code

To describe our Ask&Confirm in more detail, we give
the pseudo code of the whole workflow of Ask&Confirm as
shown in Algorithm 1.

Algorithm 1 The whole workflow of Ask&Confirm

Initialize Text Encoder TE and Image Encoder IE
Initialize policy parameters φπ and value parameters φV
Input: I = {in}Nn=1: the whole gallery images
for episode=1,M do

Input: i∗: the target image

Input: Q1 = {qn}
N1

Q

n=1: a set of input partial queries
for t=1, T do

for n=1, N t
Q do

xTn = TE(qn)
end for
Obtain textual features XT

t = {xTn}
NT

Q

n=1

for n=1, N do
(xIn, An) = IE(in)
Compute similarity St,n(XT

t , x
I
n)

end for
Question: Object candidates: At = {an}NA

n=1

Feedback: Positive objects: Apt = {apn}
Np

A
n=1

Feedback: Negative objects: Aqt = {aqn}
Nq

A
n=1

for n=1, N do
Refine St,n = St,n × 0.9, if An ∩Aqt 6= ∅

end for
Output: it = argmax

in

St,n

Update queries Qt+1 = Qt ∪Apt
end for
if episode %Ns == 0 then

Collect a set of episode
Run PPO to optimize φπ and φV

end if
end for

4. Details of each user

In this section, we give an detailed description of the user
study. For the user selection, we follow the metric in Drill
Down. An expert user (male) familiar with interactive re-
trieval, and three novice users (1 female+2 male) are se-
lected. They are volunteering postgraduates. For fair com-
parison, users are blind to these methods. After showing the
target image for 5 sec, a user is asked to retrieve by inter-
acting with the retrieval system. For AC, top-10 retrieved
images and object candidates are shown to the user per turn
as hints, and the user confirms the presence of objects. De-
tailed results are shown in Table.4 where Exp denotes the
expert user and Nov denotes the novice user.

Furthermore, we conduct the evaluation over iterations
of different interactive image retrieval systems to compare
their performance. Results are shown in Figure.1. AC ob-
tains similar performance over iterations compared with DD
and it outperforms WS with a large margin. As for Mean
Rank, AC outperforms other approaches. Considering that



User AC DD WS
R@1 R@5 R@1 R@5 R@1 R@5

Exp1 12.0 36.0 12.0 40.0 3.0 16.0
Nov1 8.0 32.0 8.0 38.0 2.0 14.0
Nov2 10.0 32.0 6.0 34.0 2.0 14.0
Nov3 6.0 34.0 8.0 38.0 1.0 12.0

Table 4: Detailed performance of each user.

Method R@1 R@5 MR Q A
AC 8.6 33.9 96.0 1 10
QACohe 7.2 27.6 154.4 1 10
AC 16.8 43.4 70.7 2 5
QACohe 16.1 39.6 113.5 2 5
AC 34.1 61.4 37.8 4 3
QACohe 33.8 58.7 48.4 4 3

Table 5: Performance of AC and QACohe on R@1, R@5
and Mean Rank. Q and A denote the number of queries and
actions.

AC costs much less time than DD, we conclude that AC
performs the best among the three approaches.

Meanwhile, to give a subjective comparison of user ex-
perience, we conduct a post-experiment survey to acquire
users’ feeling about different interactive retrieval methods.
Three of the users (1 Exp+2 Nov) prefer AC and a novice
user prefers DD. The reason that they think WS is not user-
friendly is the poor performance such that they can hardly
find the target image.

5. AC v.s. QACohe

In this section, we give a detailed comparison between
AC and QACohe on R@1, R@5 and Mean Rank. Ta-
ble.5 shows the comparison between AC and QACohe on
R@1, R@5 and Mean Rank after 10 turns. Figure.2, 3
and 4 demonstrate the performance of AC and QACohe on
R@1, R@5 and Mean Rank. Meanwhile, Standard Devia-
tion (SD) of AC, DD and WS on R@1 is 2.24, 2.18, 0.71.
SD on R@5 is 1.66, 2.18, 1.41. SD on R@10 is 1.41, 2.60,
2.60. It is obvious that AC outperforms QACohe in all set-
tings, which demonstrates that our RL-based policy is better
than pre-defined policies.

6. Visualizations

In this section, we provide more visualizations of
Ask&Confirm based on SCAN [4] to verify the effective-
ness of it. We perform Ask&Confirm in three settings: (1)
Q1/A10, (2) Q2/A5, and (3) Q4/A3. QK means K queries
are given by users in the beginning, and AK means K ac-
tions are provided by an agent in each round. In detail,
we visualize Ask&Confirm with Q1/A10, Q2/A5, Q4/A3
in Figure 5, 6 and 7, respectively.
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Figure 1: Mean Rank (lower is better) and R@10 (higher is better) over iterations of different interactive image retrieval
systems. Ac denotes Ask&Confirm, DD denotes Drill Down and WS denotes WhittleSearch.
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Figure 2: Results of AC and QACohe on R@1.The horizontal axis represents the query turn.
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Figure 3: Results of AC and QACohe on R@5.The horizontal axis represents the query turn.
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Figure 4: Results of AC and QACohe on Mean Rank.The horizontal axis represents the query turn.
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Figure 5: Visualizations of Ask&Confirm based on SCAN with Query1/Action10.
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Figure 6: Visualizations of Ask&Confirm based on SCAN with Query2/Action5.
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Figure 7: Visualizations of Ask&Confirm based on SCAN with Query4/Action3.


