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1. Dual-tree Complex Wavelet Transformation
The DTCWT [1] is an improved form of the discrete wavelet transformation (DWT) [2]. Due to lack of the direction

selective property, the DWT may not represent a 2-D signal effectively. Compared to DWT, the DTCWT achieve good
direction selectivity and reduces the translation sensitivity of the DWT. The DTCWT overcomes the limitations of the DWT
by introducing complex wavelets and the tree structure. The input signal is decomposed and reconstructed by two independent
real number filter banks. The one-dimensional complex wavelet function can be expressed as:

ψ(𝑥) = ψℎ (𝑥) + 𝑗ψ𝑔 (𝑥), (1)

where 𝑗 =
√
−1, ψℎ (𝑥) and ψ𝑔 (𝑥) are wavelet basis functions, and they are the real part and imaginary part of the mother

wavelet, respectively. For the two-dimensional complex wavelet function, it can be defined as:

ψ(𝑥, 𝑦) = ψ(𝑥)ψ(𝑦) = [ψℎ (𝑥) + 𝑗ψ𝑔 (𝑥)] [ψℎ (𝑦) + 𝑗ψ𝑔 (𝑦)], (2)

The detailed procedure of the 2-D DTCWT is demonstrated in Figure 1a. It consists of two branches of filters (i.e., tree a
and tree b) with the same frequency responses and the filters in tree a should be reverse to tree b. For perfect reconstruction,
the high-pass filter (HPF) and the low-pass filter (LPF) should form a Hilbert transform pair and the phase difference should
be 90◦. Moreover, the LPFs in two trees must differ by half a sample period. With this transform, dynamic texture feature
extraction can be achieved. In the 2-D DTCWT, six high-pass subbands and one or two low-pass subbands at each level
are produced. Therefore, more directions in edges (i.e., ±15◦,±45◦,±75◦) and more image information can be acquired. Its
illustration is shown in Figure 1b. Furthermore, the better ability of shift invariance can provide the high robustness to noise
in high-frequency components.

2. Residue Estimation Block
The architecture of the residue estimation block (REB) is presented in Figure 2. In the REB, initially, the input is concate-

nated with the proposed aggregate wavelet component (AWC). Then, the input image is projected to the higher dimension
space by several feature extraction modules. Each module consists of multi-pooling operations which have been defined in
the regular paper and the Res2Net [3] architecture. Then, the short-cut operation is applied and several feature extraction

*Indicates equal contribution.
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Figure 1: The illustration of the dual-tree complex wavelet transform (DTCWT). (a) The pipeline of the DTCWT: Tree
a and Tree b are real filters reverse to each other. The two trees represent real and imaginary parts of complex coefficients,
respectively. Note that, A(𝑥,𝑦) is the input image, and ℎ0 (𝑛) and ℎ1 (𝑛) are low-frequency filter and high-frequency filter
for real part while 𝑔0 (𝑛) and 𝑔1 (𝑛) are low-frequency filter and high-frequency filter for imaginary part. (b) The impulse
response of the DTCWT with six orientations (i.e., ±15◦,±45◦,±75◦).

Figure 2: The architecture of the residue estimation block (REB).
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Figure 3: Visual comparison of high-level vision applications after desnowing (a) Results of semantic segmentation; (b)
Results of the object detection.

modules are used. For the decoder part, we apply several techniques including multi-deconvolution [4, 5], global convo-
lution [6], and boundary refinement [6] to improve the performance of the network. The architectures of both HR and LR
sub-networks are based on the proposed REB. However, more parallel kernels (i.e., kernel sizes with 2, 3, 5, 7, and 9) are
used in LR and the filter depth of LR is wider than that of HR because low-frequency component recovery involves more
complex semantic information.
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Table 1: Performances of object detection and semantic segmentation using the proposed and state-of-the-art methods
for desnowing. The datasets of COCO and BDD are adopted, respectively. Note that the baseline denotes the results of these
applications without applying any desnowing method.

Metrics Methods
Baseline Zheng [7] Eigen [8] DAD [9] CycleGAN [10] JSTASR [11] All in One [12] Ours

Object Detection- Algorithm: YOLOv3 [13]; Dataset: COCO [14]

mAP(%) wDH 68.5 65.7 62.7 64.1 62.4 67.2 66.6 79.3woDH 64.9 57.2 61.6
Semantic Segmentation- Algorithm: DeepLab [15]; Dataset: BDD [16]

mIoU/mPA(%) wDH 80.1/86.8 80.0/85.6 79.5/86.0 74.8/83.6 72.1/81.5 79.9/86.4 78.7/86.4 84.6/90.4woHD 80.6/87.6 75.2/81.7 77.2/84.8

3. High-Level Vision Applications
To prove that the proposed method can benefit high-level vision applications, in Table 1 and Figure 3, we conduct several

experiments for i) object detection and ii) semantic segmentation in snow scenarios. In these experiments, the proposed
method or state-of-the-art methods are adopted as the pre-process technique for desnowing. First, we randomly select 650
images from COCO [14] and BDD [16] datasets, respectively. Then, we synthesize snowflakes, snow streaks, and the veiling
effect based on the procedure in Section 4.1 of the regular paper. We adopt the snow removal algorithm and then apply
YOLO-v3 [13] and DeepLab [15] for object detection and semantic segmentation on these images, respectively. From the
results in Table 1 and Figure 3, one can see that the performance of these applications can be much improved by the proposed
methods. Moreover, compared to state-of-the-art methods, using the proposed desnowing algorithm is even more helpful for
improving the performance of high-level vision applications in snow scenarios.
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