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In this appendix, we detail our network architecture in Section A; in Section B, we additionally provide more results.

A. Network Architecture Details
We detail the network architecture in detail in Tables 8-10. Table 8 describes the size of each feature map from the encoder.

Here, we use five feature maps of ResNet-50 with a convolution operation using 3 × 3 convolution kernels and the output
channels are 64, 128, 256, 512, and 1024. The feature maps are then fed to the decoder of the proposed AffineNet which
predicts UV position maps in multiple resolutions, as detailed in Table 9. We note that “affine-operation” indicates an affine
transformation from Ei to Ai according to the current UV map prediction IiUV . Along the expansive path, the UV position
map gets more and more accurate (from the coarsest I4UV to the most accurate I0UV ), thus the Ai gets better accurate spatial
alignment, then resulting in more accurate predicted UV position map of the next level Ii−1

UV . In conclusion, the prediction of
the UV position map and the degradation of coordinate ambiguities are coarse-to-fine and mutually improved. The SRNet is
described in Table 10.

B. Additional Results
We show additional evaluate on the impact of Egrad in Figure 5 (also see Section 4.6 of the main text). As shown in

the figure, Egrad makes the mesh have better surface continuity, that is, smoother. The two samples that do not use Egrad

have unreasonable folds or depressions on their surfaces. We show additional visualization of our predictions via AffineNet
and SRNet for FreiHAND test set [3] (see Figure 6), HO3D test set [1] (see Figure 7), and HIC dataset [2] (see Figure 8).
Here, the AffineNet is trained on a combination of data (the training data of FreiHAND, Obman, and YT-3D) and the SRNet
is trained on the SHS dataset. The visualization shows our method outputs accurate and high-fidelity hand reconstruction
results, and the results on HO3D and HIC show that our network has good generalization.

Even if the method is generally robust, we find there may exists unreasonable mesh collapse when the hand is cropped
outside the image scope.

The whole network runs 46fps on an NVIDIA Tesla V100. For the VR application, we implemented the model on the
Qualcomm Snapdragon XR2 platform, replacing MobileNet-v3 as the encoder, resulting in a quantized model of 19MB and
running above 50fps.
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Encoder Feature Map Size
Input (3,256,256)
E1 (64,128,128)
E2 (128,64,64)
E3 (256,32,32)
E4 (512,16,16)
E5 (1024,8,8)

Table 8: The size of each feature map in the encoder.

Input Operation Output Output Size
E5 Upsample/Conv/BN/ReLU D4 (512,16,16)
D4 Conv/Sigmoid I4UV (3,16,16)

E4,I4UV Affine-operation/Upsample A3 (512,32,32)
D4 Upsample/Conv/BN/ReLU D3 (256,32,32)
I4UV Upsample Î3UV (3,32,32)

A3,D3,Î3UV Concat/Conv/BN/ReLU D′3 (256,32,32)
D′3 Conv/Sigmoid I3UV (3,32,32)

E3,I3UV Affine-operation/Upsample A2 (256,64,64)
D′3 Upsample/Conv/BN/ReLU D2 (128,64,64)
I3UV Upsample Î2UV (3,64,64)

A2,D2,Î2UV Concat/Conv/BN/ReLU D′2 (128,64,64)
D′2 Conv/Sigmoid I2UV (3,64,64)

E2,I2UV Affine-operation/Upsample A1 (128,128,128)
D′2 Upsample/Conv/BN/ReLU D1 (64,128,128)
I2UV Upsample Î1UV (3,128,128)

A1,D1,Î1UV Concat/Conv/BN/ReLU D′1 (64,128,128)
D′1 Conv/Sigmoid I1UV (3,128,128)

E1,I1UV Affine-operation/Upsample A0 (64,256,256)
D′1 Upsample/Conv/BN/ReLU D0 (32,256,256)
I1UV Upsample Î0UV (3,256,256)

A0,D0,Î0UV Concat/Conv/BN/ReLU D′0 (32,256,256)
D′0 Conv/Sigmoid I0UV (3,256,256)

Table 9: Layer specification for the decoder part. “Upsample” indicates to use bilinear interpolation to enlarge the spatial size by 2 times;
“Conv” indicates convolution operation using 3× 3 convolution kernel with zero padding; “BN” indicates batch normalization.

Layer Operation Input Size Output Size Kernel Size Padding
Level 1 Conv/ReLU (3,256,256) (64,256,256) (9,9) (4,4)
Level 2 Conv/ReLU (64,256,256) (32,256,256) (5,5) (2,2)
Output Conv (32,256,256) (3,256,256) (5,5) (2,2)

Table 10: Layer specification for the SRNet.



Figure 5: Qualitative comparison of 3D hand reconstruction results from AffineNet in terms of Egrad used or not.

Figure 6: Qualitative visualization of our method on the FreiHAND testing set.



Figure 7: Qualitative visualization of our method on the HO3D testing set.



Figure 8: Qualitative visualization of our method on the HIC dataset.


