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1. Network Architecture Details
Canonical Coordinate Prediction Network To predict
per-point canonical coordinate, we used a PointNet++ [5]
network in Multi-Resolution Grouping (MRG) configura-
tion. The network consists of 3 Set Abstraction layers and 3
Feature Propagation layers. Detailed parameters are shown
in Tab. 1. The final per-point 128 dimensional feature vec-
tor is transformed with a 3-layer MLP to perform 3 × 64
way classification with Cross Entropy Loss.

Layer SA Radius SA Ratio SA Features FP k FP Features
1 0.05 0.5 128 3 128
2 0.1 0.25 256 3 128
3 Inf 1 1024 1 256

Table 1. PointNet++ Parameters. SA: parameters for Set Ab-
straction layers. FP: parameters for Feature Propagation layers.

Feature Completion Network (3D CNN) To transform
the sparse feature volume scattered from per-point features
to a dense feature volume, we used a symmetrical 3D UNet
[2] architecture with 4 levels of encoder/decoder pairs. Each
level of encoder/decoder has 32 feature maps.

Shape Completion Network To predict Winding Num-
ber Field (WNF), the interpolated features from dense fea-
ture volume is transformed using a 3 layer MLP with feature
dimensions [512, 512, 1].

Warp Field Network Similar to the Shape Completion
Network, the interpolated features are transformed using a
3 layer MLP with feature dimensions [512 ,512, 3].

2. Additional Results
Fig. 2 and 3 show additional results on real world and

simulated data respectively. The real world point cloud are
collecting using an iPhone 12 Pro Max.

Garment Category Classification Our algorithm de-
scribed in the paper assumes known garment category for
the input point cloud. When dealing with a mixed pile of

garments, we assume that the category can be inferred us-
ing a classifier.

To validate this assumption, we trained a simple image
classifier using only RGB images. The model uses an Im-
ageNet [3] pre-trained ResNet-50 [4] backbone to extract a
2048 dimensional feature. The feature is then transformed
using a 3-layer MLP to perform 6 way classification with
Cross Entropy Loss.

The classifier is trained on each view independently.
During prediction, we use the majority ensemble of all 4
views. This simple model yields 93.85% prediction accu-
racy on the test set. The confusion matrix is shown in Tab.
2.

Dress Jumpsuit Skirt Top Trousers Tshirt
Dress 0.966 0.020 0.003 0.001 0.005 0.005
Jumpsuit 0.003 0.956 0.000 0.000 0.010 0.008
Skirt 0.162 0.010 0.778 0.013 0.030 0.006
Top 0.001 0.004 0.002 0.979 0.009 0.004
Trousers 0.010 0.025 0.005 0.009 0.944 0.008
Tshirt 0.021 0.026 0.003 0.026 0.058 0.866

Table 2. Confusion Matrix for Image Classification.

Failure mode analysis Fig. 4 shows various failure cases
on unseen simulation data. Due to low sharpness in the pre-
dicted winding number field, the canonical reconstruction
for the Top and Shirt example have missing faces around the
shoulder area. The Jumpsuit, Skirt and Pants example have
over-smoothed warp field prediction, resulting in inaccurate
task space mesh. The Dress example has missing shoulder
strap due to winding number field’s inability to represent
wire-like structure.

Error distribution and correlation As shown in Fig. 1,
the correspondence error is highly correlated to the canon-
ical coordinate error. This suggests that jointly optimizing
for both metrics might yield performance improvement.

Training Testing Split We use CLOTH3D dataset [1] for
data generation. Tab. 3 shows the number of garment in-
stances in training testing split for each category.
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Figure 1. Error distribution and correlation. The correspon-
dence distance vs canonical coordinate prediction error for Dress
category is shown in blue dots. The line of slope 1 is shown in red.
The correspondence distance error histogram is shown in orange.

Dress Jumpsuit Skirt Top Trousers Tshirt

training 1631 1825 376 840 1353 889
validation 203 227 46 104 169 111
testing 203 227 46 104 169 111

Table 3. Training, Validation and Testing Split. The number of
garment instances used for each category. Each garment instance
is simulated 21 times using randomly selected gripping point.

3. Limitations and Future Work
GarmentNets demonstrates promising result on real-

world data while being trained only on synthetic data. How-
ever, the inability to propagate gradients from shape com-
pletion and warp field prediction modules to the canoni-
cal coordinate prediction module prevents us form training
end-to-end. More specifically, the correspondence error is
highly correlated to the canonical coordinate error, which
suggests that jointly optimizing for both metrics might yield
performance improvement. This limitation also requires us
to manually define a dense correspondence from input to the
canonical space, which is expensive to obtain on real-world
data.
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Figure 2. Qualitative Results on Unseen Garment Instances (Real World).
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Figure 3. Qualitative Results on Unseen Garment Instances (Simulation).



1. Input Point cloud? 
2. Visualize Pick point in NOC prediction 
3. NOCS visualization - possible to make the point 

bigger? 

Canonical 
Coordinate 

Shape
Completion 

Pose in
Task Space 

Input 
Point Cloud

Canonical 
Coordinate 

Shape
Completion 

Pose in
Task Space 

Input 
Point Cloud

Canonical 
Coordinate 

Shape
Completion 

Pose in
Task Space 

Input 
Point Cloud

G
round Truth

Prediction

04174_Trousers_3329 07386_Tshirt_2929
00374_Top_334

00122_Dress_591 00523_Jumpsuit_5905 03920_Skirt_1619

G
round Truth

Prediction

Dress

Top

Jumpsuit

Pants Shirt

Skirt

Figure 4. Failure cases on Unseen Garment Instances (Simulation).


