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1. Proof of submodularity
For every set S, f(S) can be defined as:

f(S) =
∑
i∈X

min{minj∈RQij ,minj∈SQij} (1)

where X is the incoming set, R is the existing set and S is
the representative set, Qij = ρdij − (1 − ρ)Lj , dij is the
pairwise metric and Lj is the pointwise metric.

-f(S) is submodular.
Proof: According to definition of submodularity, for

−f(S) to be submodular,

−f(S ∪ {x})− (−f(S)) ≥ −f(T ∪ {x})− (−f(T )) (2)

where S ⊆ T , x /∈ S , x /∈ T . Let us define the notations:

1. Di(S) : Function value for finding a representative for an
element i ∈ X with past representative set as S. Formally,
Di(S) = min{minj∈RQij ,minj∈SQij}

2. Di(T ) : Function value for finding a representative for an
element i ∈ X with past representative set as T . Formally,
Di(T ) = min{minj∈RQij ,minj∈TQij}

3. Dix : Function value after x has been found as a representa-
tive of i ∈ X .

Note that there can be 3 possibilities after addition of x.
1. x does not become a representative of i ∈ X .

2. x becomes a representative of i ∈ X with past representa-
tive set as only S and not as T . Since S ⊆ T , if x is a
representative with past representative set only as T , by set
property, x also becomes a representative with S as the past
representative set. So we exclude the possibility of having
representative set as only T .

3. x becomes a representative of i ∈ X with both S and T as
past representative sets.

To prove:

f(S)− f(S ∪ {x}) ≥ f(T )− f(T ∪ {x}) (3)

or
Di(S)−Dix ≥ Di(T )−Dix (4)

Under the first possibility, Dix retains the value before ad-
dition of x ; Di(S), Di(T ) for sets S and T . So, both sides
of inequality lead to 0.

Since S ⊆ T , by the form of f(S), Di(T ) ≤ Di(S).
Addition of representatives can either decrease the function
value or keep it the same.

∴ Di(T )−Dix ≥ 0, Di(S)−Dix ≥ 0 (5)

Hence, under the second possibility, Di(S) − Dix ≥
Di(T )−Dix or Di(S)−Dix ≥ 0.

Now, ∵ Di(T ) ≤ Di(S),∴ Di(T ) − Dix ≤ Di(S) −
Dix (under the third possibility) or Di(S)−Dix ≥ Di(T )−
Dix.

Therefore, −f(S) is submodular.

2. Conditions for MCOSS
The optimisation problem for MCOSS is:

min
zo
ij ,z

n
ij

m∑
i=1

|Rt|∑
j=1

zoijQ
o
ij +

m∑
i,j=1

znijQ
n
ij + λ

m∑
j=1

∥[zn1,j . . . znm,j ]∥p

s.t.

|Rt|∑
j=1

zoi,j +

m∑
j=1

zni,j = 1, ∀i ∈ Xt+1

zni,j , z
o
i,j ∈ [0, 1], ∀i, j (6)

where Qij = ρdij−(1−ρ)Lj , dij is the pairwise metric
and Lj is the pointwise metric.

Theorem 1 Let zoij and znij be the optimal solution for for-
mulation 6. A new frame j ∈ Xt+1 is selected as a repre-
sentative frame for at least one incoming frame i ∈ Xt+1,
i.e. znij = 1, only if the following conditions hold:

• For some incoming frame i ∈ Xt+1 , Qn
ij < Qn

ij′ , for
all j′ ∈ Xt+1 and j′ ̸= j

• For some incoming frame i ∈ Xt+1, Qn
ij <∑m

i′=1
zo
i′,kQ

o
i′k+λ∥[zn

1,j ...z
n
m,j ]∥p

∥n
j ∥1



where k = argminj

∑m
i′=1 z

o
i′,jQ

o
i′,j , and ∥nj ∥1 =∑m

i′=1 z
n
i′j

Proof: In order for an element to become a representative
of atleast one incoming frame i ∈ Xt+1, it should have the
minimum function value. The first condition states that a
new frame j ∈ Xt+1 will be selected as a representative
in place of j′ ∈ Xt+1 if it holds a lower function value
(Qn

ij < Qn
ij′ ). If j′ would have been a representative, znij′ =

1 would have to be true. This would not be possible due to
a higher function value of Qn

ij . By contradiction, Condition
1 holds.

A point j ∈ Xt+1 will get selected if
∑m

i′=1 z
n
i′jQ

n
i′j <∑m

i′=1 z
o
i′kQ

o
i′j + λ∥[zn1,j . . . znm,j ]∥p. The second con-

dition states that an element can be a representative
from Xt+1 if its cost is atmost λ times higher than
the best representative from the existing set Rt (k =
argminj

∑m
i′=1 z

o
i′,jQ

o
i′,j). From the above condition, we

can see that
∑m

i′=1 Q
n
i′j <

∑m
i′=1

zo
i′,kQ

o
i′k+λ∥[zn

1,j ...z
n
m,j ]∥p

∥n
j ∥1

.
This is true for any i ∈ Xt+1 which has j as its repre-
sentative. Hence, we can rewrite the condition as Qn

ij <∑m
i′=1

zo
i′,kQ

o
i′k+λ∥[zn

1,j ...z
n
m,j ]∥p

∥n
j ∥1

where i ∈ Xt+1 has j ∈
Xt+1 as a representative. Thus, Condition 2 holds true.

3. Comparison of methods: Relative Angle af-
fordance for 100:7 compression ratio
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Figure 1: Fraction of selected instances (FOSI) and
Mean Absolute Error (MAE) for Relative Angle affor-
dance.

We draw a comparison among the subset selection meth-
ods on the basis of prediction of the affordance ’Relative
Angle’ for the compression ratio 100:7. We show here

Table 1: Time complexity of subset selection methods

Compression
Ratio WS 100:20 100:7

Training Time
(hours) 42 11 7

Subset Selection
(hours) 0

MCOSS 2 1
SubMCOSS 5 2.5
TMCOSS 1.5 0.75

the results of the following selection methods : MCOSS,
SubMCOSS, TMCOSS-TL and TMCOSS-BL.

We can clearly observe that the proposed methods
TMCOSS-TL and TMCOSS-BL have a lower Mean Ab-
solute Error (MAE) compared to MCOSS and SubMCOSS.
This is essentially due to the effective selection of signifi-
cant instances during turns which help in better prediction
of relative angle values.

4. Training time for selection methods

Table 1 shows the amount of total time taken for training
and subset selection for each compression ratio. Compres-
sion ratio of 100:20 takes about 1/3rd the total time taken
to train the whole set (WS). This follows for the other com-
pression ratio too and hence saves both time and space, es-
sential in the current IoT setting with massively huge data.

5. Episode completion in diverse conditions

In this experiment, we report the number of successfully
completed episodes (out of 10) by CAL [1] driving model
in new weather and new town scenario. We use the selected
subsets obtained from each method for training the driving
model, and then use the model on the simulator to record
the episode numbers in diverse conditions. We observe that
the proposed method TMCOSS-TL and TMCOSS-BL per-
form better than any other baselines, especially for the more
difficult turn scenario.

Table 2: Episode completion in diverse conditions for
100:20 compression ratio

Methods New Weather New Town

Straight One
Turn Straight One

Turn
WS 10 7 10 6
US 9 0 10 2
OL 9 1 10 2
OSS 10 2 9 2
MCOSS 7 2 8 3
SubMCOSS 10 2 8 2
TMCOSS-TL 10 7 10 5
TMCOSS-BL 10 7 10 6



6. Analysis of semantic segmentation
Here, we extend the results shown in the main paper

for semantic segmentation on Cityscapes. Table 3 lists the
Mean IoU for all the classes (class numbers in brackets) in
the Cityscapes dataset. We can observe that the proposed
method differs by quite a narrow margin from the perfor-
mance of WS on almost all the classes, while the baselines
are quite a few margins apart. We also show the intuitive
analogy in Figure 2 where we can observe that TMCOSS
has a higher fraction of instances and pixels than one of the
baselines MCOSS in the more important classes viz. Wall
(Class 3), Person (Class 11) and few more, thus justifying
its higher IoU values.
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Figure 2: Fraction of selected instances and pixels for the
task of semantic segmentation on Cityscapes

6.1. Effects on performance by varying ρ

We took different values of ρ = 0.2, 0.5, 0.7 and per-
formed subset selection using the proposed method TM-
COSS for the task of semantic segmentation on Cityscapes
dataset. Table 4 shows that ρ = 0.5 is a fairly appropriate
value to be considered for the mentioned tasks.
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Table 3: Semantic segmentation results for all the classes on Cityscapes
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WS 98.0 83.0 92.0 50.0 59.0 62.0 66.0 76.0 92.0 63.0 94.0 81.0 61.0 94.0 69.0 84.0 65.0 62.0 76.0 75.0
OL 96.0 75.0 88.0 35.0 43.0 51.0 51.0 64.0 90.0 55.0 90.0 73.0 42.0 90.0 52.0 57.0 53.0 45.0 68.0 65.0

OSS 96.0 75.0 88.0 31.0 41.0 52.0 53.0 64.0 89.0 50.0 91.0 74.0 47.0 91.0 25.0 60.0 28.0 50.0 71.0 62.0
MCOSS 96.0 76.0 88.0 29.0 38.0 52.0 53.0 64.0 89.0 52.0 91.0 74.0 47.0 90.0 29.0 64.0 26.0 41.0 70.0 61.5

TMCOSS 98.0 82.0 91.0 50.0 55.0 60.0 65.0 75.0 92.0 63.0 93.0 79.0 58.0 93.0 62.0 75.0 55.0 61.0 74.0 73.0

Table 4: Semantic segmentation results for all the classes on Cityscapes on varying ρ
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WS 98.0 83.0 92.0 50.0 59.0 62.0 66.0 76.0 92.0 63.0 94.0 81.0 61.0 94.0 69.0 84.0 65.0 62.0 76.0 75.0
TMCOSS-0.2 97.0 80.0 90.0 44.0 53.0 57.0 61.0 71.0 91.0 58.0 93.0 77.0 54.0 92.0 57.0 69.0 58.0 56.0 73.0 70.0
TMCOSS-0.5 98.0 82.0 91.0 50.0 55.0 60.0 65.0 75.0 92.0 63.0 93.0 79.0 58.0 93.0 62.0 75.0 55.0 61.0 74.0 73.0
TMCOSS-0.7 97.0 80.0 90.0 44.0 52.0 56.0 59.0 69.0 90.0 58.0 93.0 77.0 54.0 92.0 55.0 61.0 57.0 50.0 72.0 68.8


