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A. Additional qualitative analysis

Dialog summarization In the example of Figure 4,
Howard says, “I invited her.” in scene B. Our dialog sum-
marization interprets this sentence by assigning the correct
character name: “Howard invited Bernadette in.” Hence,
we can answer the question of scene A, “Who did Howard
invite to join him and Raj in Raj’s 1lab?” correctly. Thanks
to the episode dialog summary spanning all scenes and the
use of character names instead of pronouns, our method can
answer character-related questions correctly.
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In particular, it contains enough information to answer the
question Why does Sheldon’s grandmother call him Moon
Pie? That is, because he’s nummy-nummy. This informa-
tion is missing from the plot summary, which focuses on the
main topics/events of an episode. Even though the episode
dialog summary is noisy, it contains details that help in
question answering.

Plot Summary

)
He forgot his flash drive. Leonard and
Sheldon have to go back and get it from him.
Leonard forgot Sheldon's flash drive with

()

Dialog (Scene A)

Dialog (Scene B)

Howard: How could that be a miss?

C-6 was a hit, C-8 was a hit. Part of your
starship has to be on C-7.

Howard: What kind of spaceship has a hole
in the middle?

Raj: A Romulan battle bagel?

Bernadette: Knock, knock

Howard: Oh, great, you made it. Come on in
Howard: Iinvited her.

Bernadette: So where's the telescope?
Howard: Well, it's in Hawaii, but Raj control
s it from here.

QA (Scene A)

‘Who did Howard invite to join him and
Raj in Raj's lab?

A) Bernadette

It's a Romulan battle bagel, not a starship.
Howard invited Bernadette in. The
telescope is in Hawaii, but Raj controls it

Meanwhile, Sheldon has bigger problems on
his mind when he realizes he's left his flash
drive, which contains a document he wants to
present to Nobel prize winner George Smoot,
at home.

()

While in his room, Penny finds a bunch of
letters from Sheldon's grandmother who
refers to him as ""Moon Pie"'.

)

Back on the train, Howard's lost his way with
Summer Glau and, after a boring
conversation, he flatly asks her whether he
has a chance. She lets him down gently, but
Howard tries his luck at getting a photo with
her and she breaks his phone.

his paper on astrophysical probes on
M-theory effects in the early universe, which
he was going to give to George Smoot at the
conference.

Penny got a box with letters from
Sheldon's grandmother, but it's the wrong
box. Sheldon doesn't read the letters. (...)
She calls him Moon Pie. (...) Sheldon tells

Penny to put the letter back on

Howard likes Summer and wants to ask her a
question about him. Howard wants to ask

Summer out, but she doesn't want to go on a

date with him. He will leave her in

peace, but before he goes, he will ask her out.

Howard will take a picture of Summer and
himself together for his Facebook page.
)
Sheldon tells her to insert the flash drive into

B) Leonard from here.
C) Penny ()
D) Amy

Figure 4: Dialog summarization converts pronouns in dia-
log to character names in episode dialog summary, support-
ing question answering. In particular, “I” is substituted by
“Howard” and “her” by “Bernadette”.

Plot vs. episode dialog summary A comparison of plot
summary and episode dialog summary is given in Figure 5.
There are three different topics in the story line, and each is
highlighted with the same color in both summaries. The
first topic, highlighted in purple, is “Sheldon’s forgotten
flash drive.” The second, highlighted in yellow, is “Shel-
don’s grandmother.” The third, highlighted in blue, is “Ask-
ing Summer out.” The plot summary is topic-centered,
while the episode dialog summary is following the narra-
tive order. Hence, topics may be fragmented in the latter.
The episode dialog summary has more detail than the plot.

the USB port. She calls him Moon Pie
because he's nummy-nummy.

()

QA

Why does MeeMaw call Sheldon MoonPie?

A) Because Sheldon dislikes Moon Pie's, and MeeMaw is teasing Sheldon

B) Because he has huge eyes like moons, and she's teasing him.

C) Because he is 'nommy nommy' and she could 'eat him up’

D) Because Sheldon wanted to actually fly to the moon as a scientist, and Mee Maw would call him
Moon Pie because of this.

Figure 5: An example of plot summary and episode dia-
log summary, with each topic highlighted in the same color
in both summaries. Phrases relevant to QA in blue. Only
the episode dialog summary contains enough information
to answer the question.

Failure cases Figure 6 shows examples of failed predic-
tions of our model along with stream attention scores for
different question types. The model receives three input
sources, question/answers and attention scores over inputs.



STREAM INPUTS SOFT Vis. TEXT. TEMP. KNOow. ALL
ATTN.

P - 0.656 0.594 0.628 0.712 0.683

Sinele P v 0.666 0.623 0.593 0.735 0.702
& E - 0.604 0.721 0.733 0.765 0.723
E v 0.676 0.750 0.779 0.785 0.756
V+S+P - 0.732 0.688 0.674 0.720 0.717

Mulii V+S+P v 0.739 0.699 0.628 0.728 0.723
V+S+E - 0707 0.772 0.721 0.700 0.711

V+S+E v 0.755 0.783 0.779 0.789 0.781

Table 5: Effect of temporal attention on single-stream QA
on KnowlIT VQA. Soft Attn.: soft temporal attention on
single-stream training. We use soft temporal attention for
multi-stream QA, but this is still affected by the temporal
attention used in single-stream training. V: video; S: scene
dialog summary; P: plot; E: episode dialog summary.

METHOD SOFT /s, TEXT. TEMP. KNOW. ALL
ATTN.
Product - 0.728 0.645 0.744 0.756 0.736
v 0.743 0.659 0.756 0.751 0.739
Modality weighting - 0.716 0.815 0.791 0.776 0.768
[10] v 0.708 0.786 0.767 0.787 0.769
Self-attention - 0.753 0.804 0.802 0.766 0.769
v 0.759 0.764 0.767 0.777 0.771

- 0.743 0.790 0.779 0.785 0.776

Multi-steam attention 0.755 0.783 0.779 0.789 0.781

\

0.749 0.797 0.791 0.768 0.768

Multi-steam self attn. 0.755 0.768 0.756 0.777 0.770

Table 6: Effect of temporal attention on multi-stream QA on
KnowlT VQA for fusion of video, scene dialog summary,
and episode dialog summary input sources. Soft Attn.: soft
temporal attention on multi-stream training. We use soft
temporal attention for single-stream QA of episode dialog
summary.

Figure 6(a) refers to a knowledge question, which re-
quires recurrent knowledge of the whole TV show. In other
words, the correct answer cannot be found in episode dialog
summary. The question is answered as “’a lasagna” found in
episode dialog summary, even though it is wrong.

Figure 6(b) refers to a textual question, which should
have been answered by scene dialog summary. However,
scene dialog summary does not contain the correct answer.
Our model gives most attention to episode dialog summary.
The prediction is made according to the highlighted text,
which is the same in both sources. However, this prediction
refers to the wrong person.

Figure 6(c) refers to another knowledge question, which
could be answered by the highlighted text in episode dialog
summary. Even though episode dialog summary has the
most attention, the prediction is incorrect.

Figure 6(d) refers to another textual question, which
should have been answered by scene dialog summary. Al-
though both scene dialog summary and episode dialog sum-
mary include the correct answer, and episode dialog sum-
mary has the most attention, the prediction indicates the
wrong person.

Figure 6(e) refers to a temporal question. The scene di-
alog summary and episode dialog summary imply that Raj
and Howard might be changing the tire. The video descrip-
tion is not helpful either. Hence, our model predicts Raj,
while the correct answer is Howard.

Figure 6(f) is a visual question. However, the video de-
scription fails to convey relevant information to answer the
question. The other inputs do not contain relevant informa-
tion either. One of the character names appearing in episode
dialog summary is predicted, which is incorrect.

B. Additional ablation studies

Hyperparameter validation Modality weighting [10] fu-
sion method requires selection of hyperparameter (3. Fig-
ure 7 shows validation accuracy vs. 3, for fusion of video,
scene dialog summary and episode dialog summary. We
choose 5, = 0.7 for both soft and hard temporal selec-
tion to report results in Table 3 and Table 6. The remaining
weight of 1— (3, is evenly distributed over individual stream
losses as 0.1 per stream.

Effect of temporal attention on single-stream QA We
investigate the effect of our soft temporal attention (Sub-
section 6.2) on single-stream QA for episode input sources.
We also evaluate the effect of single-stream training with
soft or hard temporal attention on multi-stream attention,
where we use soft temporal attention. According to Ta-
ble 5, temporal attention improves the accuracy of plot and
episode dialog summary by 1.9% and 3.3%, respectively.
Accordingly, the accuracy of multi-stream QA on the same

episode sources as well as video and scene dialog sum-
mary increases by 0.6% and 7.0%, respectively. The gain

is higher when episode dialog summary is used, since the
episode dialog summary is longer than plot.

Effect of temporal attention on multi-stream QA
Table 6 shows the effect of soft temporal attention on
multi-stream QA for fusion of video, scene dialog sum-
mary and episode dialog summary input sources. We use
soft temporal attention for single-stream QA of episode
dialog summary. In all fusion methods, the overall accuracy
is improved by using soft temporal attention.



Video Description Scene Dialog Summary

Howard and Bernadette are smiling
at The Cheesecake Factory. Hand
and face of Howard. Shirt, hat and
cap on Howard.
)

)
Howard had lunch with
Bernadette today. Mrs Wolowitz
had a pastrami sandwich and
she had eggplant lasagna.
)

)

Sheldon and Bernadette are going
to order a seven-day course of
penicillin. a syrup of ipecac to

induce vomiting and a mint.

QA Attention Score

‘What does Sheldon always have
at the Cheesecake Factory? @ Video Description
@D Scene Dialog Summary

am >

A) Shepherd's Pie
B) A club sandwich
C) A burger (GT)
D) a lasagna (Pred)

(a) Knowledge QA (1)

Video Description Scene Dialog Summary

Sheldon and Amy are smiling at
Amy’s apartment. Hand and face
of Sheldon. Shirt on Sheldon.
Cabinet, door and sign behind

Amy is going to attempt an
experiment on Sheldon to get him
to transfer his feelings to her in

Amy and Sheldon are playing
doctor. Star Trek style. Sheldon
is in hell. Leonard wants them

Sheldon. an accelerated time-frame. to stop. but Amy doesn't want to
‘ stop.
)
QA Attention Score

‘What game do Sheldon and
Amy play?

@ Video Description

A) Paint ball @O Scene Dialog Summary
B) Archery
C) Doctors (GT) aa >
D) Chess (Pred)
(c) Knowledge QA (2)

Video Description Scene Dialog Summary

Leonard, Sheldon and Raj are
laughing. Face and head of
Leonard. Jacket and coat on
Leonard. Leonard wearing glass.

()

Howard took the other four
off and when he got to this one,
(...) Raj will try to turn it the

other way.

)

Howard took the other four
off and when he got to this
one, (...) Rajwill try
to turn it the other way.

QA Attention Score

‘Who is changing the tire?

Video Description Scene Dialog Summary

Amy. Bernadette and Penny are
cating something at Penny s
apartment. Face of Amy. Shirt,
glass and jacket on Amy.

Bernadette is a successful
microbiologist. She should be
celebrated for her achi
not her looks.

G
Bernadette is a successful
i iologist. She should be
celebrated for her achievements,
not her looks.

QA Attention Score

‘What is Penny's new job?
@l Video Description
@O Scene Dialog Summary
aaE>

A) Pharmaceutical rep (GT)
B) Scientist

C) Waitress

D) Microbiologist (Pred)

(b) Textual QA (1)

Video Description Scene Dialog Summary

G.)
Penny is holding a bag. Hand of Penny is sorry. Howard and

)
Penny. Shirt on Penny. Penny has H:‘;‘:;S Tj?:nm;(:f;:;irfnsl‘;;ﬁ]g Bernadette are singing to her.
nose, face, hair and head. each other. Amy and Penny missed each
Car behind Penny. . other.

()

QA Attention Score

Who tells Penny they missed her?

@l Video Description

g;f:;‘?ge;‘f (Pred) @ Scene Dialog Summary
C) Emily am >
D) Penny

(d) Textual QA (2)

Video Description Scene Dialog Summary

)

Bernadette and Stuart are
looking for a new roommate for
Sheldon. Sheldon would like
Gandalf, but he's a smoker.

)

Sheldon and Bernadette
are smiling at Howard and
Bernadette’s house.
Sheldon in room.

Bernadette and Stuart are looking
for a new roommate for
Sheldon. (...) Stuart will think
about it, but Sheldon won't accept it

QA Attention Score

‘Who is Sheldon sitting with on
the couch?

A) Leonard

B) Raj (Pred)

C) Sheldon

D) Howard (GT)

@l Video Description
@ O Scene Dialog Summary
aam—

@l Video Description

(e) Temporal QA

A)Raj @l O Scene Dialog Summary
B) Stuart (Pred)

C) Bernadette (GT) a—

D) Leonard

(f) Visual QA

Figure 6: Failed predictions of multi-stream attention. We highlight in blue the part of the source text that might be relevant
to answering the question. “Pred”/blue: model predictions. “GT”/green: ground truth.
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Figure 7: Accuracy vs. f3,, for fusion of video, scene dialog
summary and episode dialog summary by modality weight-
ing [10] on KnowIT VQA validation set.

Different input combinations Table 7 shows the accu-
racy of multi-stream QA for different input combinations,
where the number of input streams varies in {2,3,4,5}.
Scene dialog summaries improves the accuracy compared
with single-stream QA results in Table 2. Moreover, us-
ing the episode dialog summary always improves the over-
all accuracy by a large margin. The best overall accuracy
of 0.781 is achieved by video, scene dialog summary, and
episode dialog summary.

Question type «> attention scores We perform signifi-
cance testing for the dependence between the question type
and attention scores. There are 2 independent variables in
the scores of 3 streams, whose values we discretize into
10 x 10 bins. We form a 4 x 10 x 10 joint histogram
of question type (X) and scores (Y') and compute the mu-



ANALYSED INPUTS Vis. TEXT. TEMp. KNOow. ALL
INPUTS

D D+V 0.693 0.768 0.593 0.554 0.611
v D+P 0.732 0.721 0.674 0.723 0.723

P D+V+P 0.734 0.725 0.663 0.724 0.724

D D+S 0.664 0.786 0.628 0.548 0.604

v V+S 0.689 0.721 0.581 0.549 0.601

P P+S 0.716 0.710 0.628 0.727 0.719

S D+V+P+S  0.734 0.732 0.663 0.725 0.726
D+E 0.743 0.812 0.779 0.779 0.775

D V+E 0.732 0.761 0.767 0.788 0.772

v P+E 0.716 0.743 0.721 0.791 0.766

IS) D+S+E 0.743 0.822 0.802 0.771 0.772

E V+S+E 0.755 0.783 0.779 0.789 0.781
P+S+E 0.739 0.779 0.733 0.783 0.771

D+V+P+S+E 0.751 0.797 0.744 0.781 0.775

Table 7: Multi-stream QA accuracy on KnowIT VQA: com-
parison of different input combinations for multi-stream at-
tention. D: dialog; V: video; P: plot; S: scene dialog sum-
mary; E: episode dialog summary.

tual information 7(X;Y). We perform a G-test' with G =
2N - I(X;Y), where N = 2361 is the number of test ques-
tions. Finally, using a chi-square distribution of 3 x 9 X 9
DoF, we find a p-value of 1.52 x 10723 for the null hypoth-
esis. This indicates that attention scores depend on question
type.

Replacing attention scores with oracle scores deter-
mined by question type Assuming that we know the
question type for the test set, we perform an oracle ex-
periment where attention scores are based on question type
rather than our fusion method. We only consider visual,
textual, and knowledge types of question. In particular, we
assign visual questions to video input, textual questions to
scene dialog summary and knowledge questions to episode
dialog summary. We exclude temporal questions since they
can be answerable by scene dialog summary or video. Only
3.6% of questions are of temporal type in the test set. We
find that our multi-stream attention method (0.781%) is
3.6% better than the oracle experiment (0.745%). This in-
dicates that our fusion mechanism is more effective than a
naive oracle that assumes more knowledge.

Thttps://en.wikipedia.org/wiki/G-test



