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Abstract
In this supplementary material, we present the proofs of

the propositions in the paper and a comprehensive com-
plexity analysis of the dense unconstrained and sparse con-
strained formulations for 3D human pose and shape estima-
tion, from which we derive an efficient algorithm to compute
the Gauss-Newton direction. In addition, we present more
results of qualitative comparisons and ablation studies to
validate our work. Finally, we provide a more detailed de-
scription of our real-time motion capture framework, the
prior loss of joint states, and how to implement our method
on similar articulated tracking problems.

A. Proofs
A.1. Proof of Proposition 1

In this proof, we show the following two optimization
problems are equivalent:

min
T0,Ω,β

E =

K∑
i=0

1

2
‖ri(T0, Ω, β)‖2, (1)

and

min
{Ti,Ωi,βi}Ki=0

E =

K∑
i=0

1

2
‖ri(Ti, Ωi, βi)‖2 (2)

subject to

Ti =Fi(Tpar(i), βpar(i), Ωi)

,Tpar(i)

[
Ωi Si · βpar(i) + li
0 1

]
,

(3a)

βi = βpar(i). (3b)

In Eqs. (1) and (2), Ti ∈ SE(3) is the rigid body trans-
formation of body part i, and Ωi is the state of joint i,

and Ω , (Ω1, · · · , ΩK) ∈ SO(3)K are the joint states,
and β and βi ∈ RP are the shape parameters, and Fi(·) :
SE(3) × RP × SO(3) → SE(3) is a function that maps
Tpar(i), βpar(i) and Ωi to Ti. Note that Eqs. (1) and (2)
are the dense unconstrained and sparse constrained formu-
lations, respectively, for 3D human pose and shape estima-
tion that are defined in the paper.

From Eq. (3b), if we let β0 = β, then, βi = β for all
i = 1, · · · , K. Thus, Eq. (2) is reduced to

min
{Ti,Ωi,βi}Ki=0

E =

K∑
i=0

1

2
‖ri(Ti, Ωi, β)‖2 (4)

subject to

Ti =Fi(Tpar(i), β, Ωi)

=Tpar(i)

[
Ωi Si · β + li
0 1

]
.

(5)

Next, as mentioned in the paper, if we perform a top-down
traversal of the kinematic tree of the SMPL model and re-
cursively exploit Eq. (5) for each body part i = 1, · · · , K,
then, all of Ti ∈ SE(3) can be represented as a func-
tion of the root pose T0 ∈ SE(3), and the joint states
Ω ∈ SO(3)K , and the shape parameter β ∈ RP , i.e.,

Ti , Ti (T0, Ω, β) (6)

If we use Eq. (6) to cancel out non-root rigid body trans-
formations Ti (1 ≤ i ≤ K), then, each ri(·) in Eq. (4) is
rewritten as a function of T0 ∈ SE(3), and Ω ∈ SO(3)K ,
and β ∈ RP , from which we obtain an optimization prob-
lem of a dense unconstrained formulation

min
T0,Ω,β

E =

K∑
i=0

1

2
‖ri(T0, Ω, β)‖2

that is the same as Eq. (1). Therefore, it can be concluded
that Eqs. (1) and (2) are equivalent. The proof is completed.
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A.2. Proof of Proposition 2

The proof of proposition 2 is organized as follows: we
present an overview of the steps to compute the Gauss-
Newton direction in Section A.2.1, and show that the steps
for the two formulations result in the same Gauss-Newton
direction in Section A.2.2, and derive a dynamic program-
ming algorithm to solve the quadratic program of the sparse
constrained formulation in Section A.2.3, and analyze the
complexity of the aforementioned steps to compute the
Gauss-Newton direction in Section A.2.4.

A.2.1 Steps to Compute the Gauss-Newton Direction

With similar notation to the paper, we introduce x ,
(T0, Ω, β) ∈ SE(3) × SO(3)K × RP and xi ,
(Ti, βi) ∈ SE(3) × RP . Then Eqs. (1) and (2) can be
rewritten as

min
x

E =

K∑
i=0

1

2
‖ri(x)‖2, (7)

and
min

{xi,Ωi}Ki=0

E =

K∑
i=0

1

2
‖ri(xi, Ωi)‖2 (8)

subject to

xi =

[
Fi(xpar(i), Ωi)

βpar(i)

]
, (9)

respectively. For analytical clarity, we assume with no loss
of generality that the residues ri(x) and ri(xi, Ωi) are Ni×
1 vectors for i = 0, · · · , K.

Following the procedure originally given in the paper, an
overview of steps to compute the Gauss-Newton direction
for the dense unconstrained and sparse constrained formu-
lations is given in Table 1, which will be frequently used in
the rest of this proof.

A.2.2 The Equivalence of the Gauss-Newton Direction

In Table 1, since Steps 2 and 3 are the reformulation of
Step 1, we only need to show that the linearizations of dense
unconstrained and sparse constrained formulations in Step
1, i.e., Eqs. (10) and (12), are equivalent. From Eq. (6), the
rigid body transformation Ti ∈ SE(3) of body part i can
be written as a function of T0, Ω and β. Furthermore, it is
by the definition of ri(·) that

ri(T0, Ω, β) = ri
(
Ti(T0, Ω, β), Ωi, β

)
.

From the equation above, Ji∆x in Eq. (10) can be com-
puted using Ji,1 and Ji,2 in Eq. (12):

Ji∆x = Ji,1

[
∂Ti

∂T0
∆T0 + ∂Ti

∂Ω ∆Ω + ∂Ti

∂β ∆β

β

]
+Ji,2∆Ωi.

(21)

Note that the partial derivatives ∂Ti

∂T0
, ∂Ti

∂Ω and ∂Ti

∂β in the
right-hand side of Eq. (21) are obtained by the recursive
implementation of Eq. (13). Therefore, it can be con-
cluded that Eqs. (10) and (12) are equivalent to each other,
which suggests that the dense unconstrained and sparse con-
strained formulations result in the same Gauss-Newton di-
rection.

A.2.3 Algorithm to Solve Eq. (19)

In Table 1, it is straightforward to follow Steps 1–2 of
the sparse constrained formulation to compute the Gauss-
Newton direction. Next, we need to solve the quadratic pro-
gram of Eq. (19) in Step 3, which is nontrivial. In this sub-
section, we derive a dynamic programming algorithm that
exploits the sparsity and constraints of Eq. (13) such that
the Gauss-Newton direction can be exactly computed.

For notational simplicity, we let par(i), chd(i) and
des(i) be the parent, children and descendants of body part
i in the kinematics tree, and assume i > par(i) for all
i = 1, · · · , K.

First, we define Ei(·) : R6+P → R to be a function of
∆xpar(i) ∈ R6+P in the form of an optimization problem
of {∆xj , ∆Ωj} for j ∈ {i} ∪ des(i)

Ei(∆xpar(i)) ,

min
{∆xj ,∆Ωj}j∈{i}∪des(i)

∑
j∈{i}∪des(i)

[1

2
∆x>j Hj,11∆xj+

∆Ω>j Hj,21∆xj +
1

2
∆Ω>j Hj,22∆Ωj+

g>j,1∆xj + g>j,2∆Ωj

]
(22)

subject to

∆xj = Aj∆xpar(j) + Bj∆Ωj , ∀j ∈ {i} ∪ des(i), (23)

in which ∆xpar(i) ∈ R6+P is given. Furthermore, if
Ej(·) : R6+P → R is defined for all j ∈ chd(i), then, it
is from Eq. (22) that Ei(·) can be reduced to an optimiza-
tion problem of ∆xi and ∆Ωi

Ei(∆xpar(i)) , min
∆xi,∆Ωi

[1

2
∆x>i Hi,11∆xi+

∆Ω>i Hi,21∆xi +
1

2
∆Ω>i Hi,22∆Ωi + g>i,1∆xi+

g>i,2∆Ωi +
∑

j∈chd(i)

Ej(∆xi)
]

(24)

subject to

∆xi = Ai∆xpar(i) + Bi∆Ωi,

in which ∆xpar(i) ∈ R6+P is given. Note that Eq. (24) is
an intermediate procedure that is essential for our dynamic
programming algorithm.



Dense Unconstrained Formulation Sparse Constrained Formulation

Step 1

The linearization of Eq. (7) results in

min
∆x

∆E =

K∑
i=0

1

2
‖Ji∆x + ri‖2, (10)

in which ∆x , (∆T0, ∆Ω, ∆β) ∈ R6+3K+P , ∆T0 ∈
R6, ∆Ω ∈ R3K and ∆β ∈ RP are the Gauss-Newton
directions of x, T0, Ω and β, respectively, and

Ji ,

[
∂ri
∂T0

∂ri
∂Ω

∂ri
∂β

]
∈ RNi×(6+3K+P ) (11)

is the Jacobian of ri(·), and ri ∈ RNi is the residue.

The linearization of Eq. (8) results in

min
{∆xi,∆Ωi}Ki=0

∆E =

K∑
i=0

1

2
‖Ji,1∆xi + Ji,2∆Ωi + ri‖2

(12)
subject to

∆xi = Ai∆xpar(i) + Bi∆Ωi, (13)

in which ∆xi , (∆Ti, ∆βi) ∈ R6+P , ∆Ti ∈ R6,
∆Ωi ∈ R3 and ∆βi ∈ RP are the Gauss-Newton di-
rections of xi, Ti, Ωi and βi, respectively, and

Ji,1 ,

[
∂ri
∂Ti

∂ri
∂βi

]
∈ RNi×(6+P ) (14)

and
Ji,2 ,

∂ri
∂Ωi

∈ RNi×3 (15)

are the Jacobians of ri(·), and

Ai ,

 ∂Fi
∂Tpar(i)

∂Fi
∂βpar(i)

0 I

 ∈ R(6+P )×(6+P ) (16)

and

Bi ,

 ∂Fi
∂Ωi
0

 ∈ R(6+P )×3 (17)

are the partial derivatives of Eq. (13), and ri ∈ RNi is the
residue.

Step 2

Reformulate Eq. (10) as

min
∆x

∆E =
1

2
∆x>H∆x + g>∆x (18)

in which H ,
∑K

i=0 J>i Ji ∈ R(6+3K+P )×(6+3K+P ) is
the Hessian, and g ,

∑K
i=0 J>i ri ∈ R(6+3K+P ) is the

gradient.

Reformulate Eq. (12) as

min
{∆xi,∆Ωi}Ki=0

∆E =

K∑
i=0

[1

2
∆x>i Hi,11∆xi+

∆Ω>i Hi,21∆xi +
1

2
∆Ω>i Hi,22∆Ωi+

g>i,1∆xi + g>i,2∆Ωi

]
(19)

subject to

∆xi = Ai∆xpar(i) + Bi∆Ωi,

in which Hi,11 , J>i,1Ji,1 ∈ R(6+P )×(6+P ), Hi,21 ,

J>i,2Ji,1 ∈ R3×(6+P ), and Hi,22 , J>i,2Ji,2 ∈ R3×3

are the Hessians, and gi,1 , J>i,1ri ∈ R6+P and gi,2 ,
J>i,2ri ∈ R6+P are the gradients.

Step 3

Compute the Gauss-Newton direction from Eq. (18),
which has a closed-form solution

∆x = −H−1g. (20)

Compute the Gauss-Newton direction from Eq. (19),
which can be exactly solved by Algorithm 1.

Table 1: Steps to compute the Gauss-Newton direction for the dense unconstrained and sparse constrained formulations.



Algorithm 1 Solve Eq. (19) and compute the Gauss-
Newton direction

Input: {Hi,11,Hi,21,Hi,22,gi,1,gi,2}Ki=0

Output: {∆xi,∆Ωi}Ki=0 and ∆E0

1: for i = K → 1 do
2: Ni,11 = Hi,11 +

∑
j∈chd(i) Mj,11

3: Ni,21 = Hi,21

4: Ni,22 = Hi,22

5: n1,i = gi,1 +
∑

j∈chd(i) mj,1

6: ni,2 = gi,2

7: ∆Ei =
∑

j∈chd(i) ∆Ej

8: Qi,11 = A>i Ni,11Ai

9: Qi,21 = B>i Ni,11Ai + Ni,21Ai

10: Qi,22 =B>i Ni,11Bi+Ni,21Bi+B>i N>i,21 +Ni,22

11: qi,1 = A>i ni,1

12: qi,2 = B>i ni,1 + ni,2

13: Ki = −Q−1
i,22Qi,21

14: ki = −Q−1
i,22qi,2

15: Mi,11 = Qi,11 −Q>i,21Q
−1
i,22Qi,21

16: m1,i = qi,1 −Q>i,21Q
−1
i,22qi,2

17: ∆Ei = ∆Ei − 1
2q>i,2Q

−1
i,22qi,2

18: end for
19: ∆Ω0 = 0

20: M0 = H0,11 +
∑

j∈chd(0) Mj,11

21: m0 = g0,1 +
∑

j∈chd(0) mj,1

22: ∆E0 =
∑

i∈chd(0) ∆Ei

23: x0 = −M−1
0 m0

24: ∆E0 = ∆E0 − 1
2m>0 M−1

0 m0

25: for i = 1→ K do
26: ∆Ωi = Ki∆xpar(i) + ki

27: ∆xi = Ai∆xpar(i) + Bi∆Ωi

28: end for

Next, suppose that there exists Mj ∈ R(6+P )×(6+P ),
mj ∈ R6+P and ∆Ej ∈ R for all j ∈ chd(i) such that
Ej(∆xi) can be written as

Ej(∆xi) =
1

2
∆x>i Mj∆xi + m>j ∆xi + ∆Ej . (25)

Applying Eq. (25) to Eq. (24), we obtain

Ei(∆xpar(i)) = min
∆xi,∆Ωi

1

2
∆xiNi,11∆xi+

∆Ω>i Ni,21∆xi +
1

2
∆Ω>i Ni,22∆Ωi+

n>i,1∆xi + n>i,2∆Ωi + ∆Ei (26)

subject to

∆xi = Ai∆xpar(i) + Bi∆Ωi,

in which
Ni,11 = Hi,11 +

∑
j∈chd(i)

Mi, (27a)

Ni,21 = Hi,21, (27b)

Ni,22 = Hi,22, (27c)

ni,1 = gi,1 +
∑

j∈chd(i)

mj , (27d)

ni,2 = gi,2, (27e)

∆Ei =
∑

j∈chd(i)

∆Ej . (27f)

Substitute Eq. (13) into Eq. (26) to cancel out ∆xi and sim-
plify the resulting equation to an unconstrained optimiza-
tion problem on ∆Ωi ∈ R3:

Ei(∆xpar(i)) = min
∆Ωi

1

2
∆xpar(i)Qi,11∆xpar(i)+

∆Ω>i Qi,21∆xpar(i) +
1

2
∆Ω>i Qi,22∆Ωi+

q>i,1∆xpar(i) + q>i,2∆Ωi + ∆Ei, (28)

in which
Qi,11 = A>i Ni,11Ai, (29a)

Qi,21 = B>i Ni,11Ai + Ni,21Ai, (29b)

Qi,22 = B>i Ni,11Bi + Ni,21Bi+

B>i N>i,21 + Ni,22, (29c)

qi,1 = A>i ni,1, (29d)

qi,2 = B>i ni,1 + ni,2. (29e)

It is obvious that Eq. (28) has a closed-form solution

∆Ωi = Ki∆xpar(i) + ki, (30)

in which

Ki = −Q−1
i,22Qi,21 and ki = −Q−1

i,22qi,2. (31)

If we use Eq. (30) to eliminate ∆Ωi in Eq. (28), there exists
Mi ∈ R(6+P )×(6+P ), mi ∈ R6+P and ∆Ei ∈ R such that

Ei(∆xpar(i)) =
1

2
∆x>par(i)Mi∆xpar(i)+

m>i ∆xpar(i) + ∆Ei, (32)

in which

Mi = Qi,11 −Q>i,21Q
−1
i,22Qi,21, (33a)



Dense Unconstrained Formulation Sparse Constrained Formulation

Step 1 O
(
N(6 + 3K + P )

)
O
(
K(9 + P )

)
+ O

(
N(9 + P )

)
Step 2 O

(
N(6 + 3K + P )2

)
O
(
N(9 + P )2

)
Step 3 O

(
(6 + 3K + P )3

)
O
(
K(9 + P )2

)
+ O

(
(6 + P )3

)
Total O

(
(6 + 3K + P )3

)
+ O

(
N(6 + 3K + P )2

)
O
(
K(9 + P )2

)
+ O

(
(6 + P )3

)
+ O

(
N(9 + P )2

)
(a)

Dense Unconstrained Formulation Sparse Constrained Formulation

Step 1 O
(
KN

)
O(K) + O(N)

Step 2 O
(
K2N

)
O
(
N
)

Step 3 O(K3) O(K)

Total O(K3) + O
(
K2N

)
O(K) + O

(
N
)

(b)

Table 2: The summary of the computational complexities for the steps to compute the Gauss-Newton direction for the dense unconstrained
and sparse constrained formulations, in which K is the number of joints, P is the number of shape parameters, N is the number of
measurements for all the body parts. Note that the number of shape parameters P is assumed to be varying in (a) and constant in (b).

mi = qi,1 −Q>i,21Q
−1
i,22qi,2, (33b)

∆Ei = ∆Ei −
1

2
q>i,2Q

−1
i,22qi,2. (33c)

Therefore, if there exists Mj ∈ R(6+P )×(6+P ), mj ∈
R6+P and ∆Ej ∈ R for all j ∈ chd(i) such that Eq. (25)
holds, we might further obtain Mi ∈ R(6+P )×(6+P ), mi ∈
R6+P and ∆Ei ∈ R with which Ei(∆xpar(i)) can be written
as Eq. (32).

In the kinematic tree, a body part i at the leaf node has no
children, for which Eq. (27) is simplified to Ni,11 = Hi,11,
Ni,21 = Hi,21, Ni,22 = Hi,22, ni,1 = gi,1, ni,2 = gi,2

and ∆Ei = 0, then, it is possible to recursively compute
Mi ∈ R(6+P )×(6+P ), mi ∈ R6+P and ∆Ei ∈ R for each
i = 1, · · · , K following Eqs. (27), (29) and (33) through
the bottom-up traversal of kinematic tree.

It is by definition that Ω0 is a dummy variable and
∆Ω0 = 0. Thus, if Ei(∆x0) in Eq. (32) is known for each
i ∈ chd(0), Eq. (19) is equivalent to an unconstrained opti-
mization problem on ∆x0 ∈ R6+P :

min
∆x0

1

2
∆x>0 H0,11∆x0 + g>0,1∆x0 +

∑
j∈chd(0)

Ei(∆x0).

From Eq. (32), the equation above is equivalent to

min
∆x0

1

2
∆x>0 M0∆x0 + m>0 x0 + ∆E0 (34)

in which
M0 = H0,11 +

∑
j∈chd(0)

Mj , (35a)

m0 = g0,1 +
∑

j∈chd(0)

mj , (35b)

∆E0 =
∑

i∈chd(0)

∆Ei. (35c)

It is straightforward to show that

∆x0 = −M−1
0 m0 (36)

solves Eq. (34) with

∆E0 = ∆E0 −
1

2
m>0 M−1

0 m0 (37)

to be the expected cost reduction as well as the minimum
objective value of Eq. (19).

At last, we recursively compute {∆xi, ∆Ωi}Ki=1 using
Eqs. (13), (30) and (31) through a top-down traversal of the
kinematics tree, from which the Gauss-Newton direction is
exactly retrieved.

From our analysis, the resulting algorithm to solve
Eq. (19) and compute the Gauss-Newton direction is sum-
marized in Algorithm 1. In the next subsection, we show
that Algorithm 1 scales linearly with respect to the number
of joints.



Dense Unconstrained Formulation Sparse Constrained Formulation

Step 1

(a) It takes O
(
Ni(6 + 3K + P )

)
time to compute

Ji ∈ RNi×(6+3K+P ) in Eq. (11) for each i =
0, · · · , K.

(b) In total, it takes O
(
N(6 + 3K +P )

)
time to com-

pute Ji ∈ RNi×(6+3K+P ) for all i = 0, · · · , K.

(a) It takes O
(
9 + P

)
time to compute Ai ∈

R(6+P )×(6+P ) and Bi ∈ R(6+P )×3 in Eqs. (16)
and (17) for each i = 0, · · · , K. Note that the
bottom of Ai and Bi in Eqs. (16) and (17) are ei-
ther zero or identity matrices, which simplifies the
computation.

(b) It takes O
(
Ni(9 + P )

)
time to compute Ji,1 ∈

RNi×(9+P ) and Ji,2 ∈ RNi×3 in Eqs. (14)
and (15) for each i = 0, · · · , K.

(c) Note that Ji,1, Ji,2, Ai and Bi are intermediates
to compute Ji in Eq. (11) using the chain rule.

(d) In total, it takes O
(
K(9 + P ) + O

(
N(9 + P )

))
time to compute Ji,1, Ji,2, Ai and Bi for all i =
0, · · · , K.

Step 2

(a) It takes O
(
Ni(6 + 3K +P )2

)
to compute J>i Ji ∈

R(6+3K+P )×(6+3K+P ) for each i = 0, · · · , K.

(b) In total, it takes O
(
N(6+3K+P )2

)
time to com-

pute H =
∑K

i=0 J>i Ji ∈ R(6+3K+P )×(6+3K+P )

in Eq. (18).

(a) It takes O
(
Ni(9 + P )2

)
time to compute Hi,11 ∈

R(6+P )×(6+P ), Hi,21 ∈ R3×(6+P ) and Hi,22 ∈
R3×3 in Eq. (19) for each i = 0, · · · , K.

(b) In total, it takes O
(
N(9 + P )2

)
time to compute

Hi,11 ∈ R(6+P )×(6+P ), Hi,21 ∈ R3×(6+P ) and
Hi,22 ∈ R3×3 for all i = 0, · · · , K.

Step 3
(a) In total, it takes O

(
(6+3K+P )3

)
to compute the

matrix inverse of H ∈ R(6+3P+K)×(6+3P+K) and
solve Eq. (20).

(a) It takes O
(
(9 + P )2

)
time to run lines 2-17 and

lines 26-27 in Algorithm 1 for each i = 1, · · · , K.
Note that Ai and Bi in Eqs. (16) and (17) are zero
and identity matrices at the bottom, which can be
exploited to simplify the computation.

(b) It takes O
(
(6 + P )3

)
time to compute the matrix

inverse of M0 ∈ R(6+P )×(6+P ) in line 23 of Al-
gorithm 1.

(c) In total, it takes O
(
K(9 +P )2

)
+O

(
(6 +P )3

)
to

compute the Gauss-Newton direction.

Total
The overall complexity is O

(
(6+3K+P )3

)
+O
(
N(6+

3K + P )2
)
.

The overall complexity is O
(
K(9 + P )2

)
+ O

(
(6 +

P )3
)

+ O
(
N(9 + P )2

)
.

Table 3: The analysis of the computational complexities for the steps to compute the Gauss-Newton direction for the dense unconstrained
and sparse constrained formulations. In this table, K is the number of joints, P is the number of shape parameters, N is the number of
measurements for all the body parts, and Ni is the number of measurements associated with body part i.

A.2.4 Complexity Analysis

In Table 2, we present a short summary of the compu-
tational complexities for each step to compute the Gauss-
Newton direction, and in Table 3, we present a comprehen-

sive analysis of the computational complexities that leads to
results in Table 2. The analysis also proves the complexity
conclusions in Proposition 2.

In Tables 2 and 3, it can be concluded that our sparse
constrained formulation is O(K) times faster for Step 1,



(a) (b) (c)

Figure 1: The CPU time ratio of the SMPL+H and SMPL models to compute the Gauss-Newton direction with (a) different numbers of
measurements and no shape parameters, (b) different numbers of measurements and 10 shape parameters, and (c) different numbers of
shape parameters. The SMPL and SMPL+H models have K = 23 and K = 51 joints, respectively. In Figs. 1 (a) to 1(c), the solid lines
denote the actual CPU time ratio of the SMPL+H and SMPL models that is obtained from the experiments, whereas the dashed lines denote
the expected CPU time ratio that is approximated from the complexity analysis in Tables 2 and 3. It can be seen the impact of the number
of joints is around two orders of magnitude less on our method.

and O(K2) times for Steps 2 and 3 than the dense uncon-
strained formulation in terms of the number of joints K.
In total, our sparse constrained formulation scales linearly
with respect to the number of joints instead of cubically as
the dense unconstrained formulation.

Furthermore, in terms of the number of measure-
ments N , Tables 2 and 3 indicate that the complexity of
our sparse constrained formulation is O

(
N(9 + P )2

)
or

O(N), whereas that of the dense constrained formulation is
O
(
N(6 + 3K + P )2

)
or O(K2N). This suggests that our

sparse constrained formulation has the the number of joints
K and measurements N decoupled in the computation, and
as a result, is much more efficient to handle optimization
problems with more measurements. Note that it is common
in [3, 9, 14, 15, 16, 21] to introduce extra measurements to
improve the estimation accuracy.

B. Ablation Studies
In addition to the results of ablation studies in the paper,

we present a more complete analysis on the impact of the
number of joints K, the number of measurements N , and
the number of shape parameters P on the computation of
the Gauss-Newton direction.

B.1. Experiments

As mentioned in the paper, the CPU time to compute the
Gauss-Newton direction w/ and w/o our method is recorded
for the SMPL and SMPL+H models in the following exper-
iments.

Experiment 1. The number of shape parameters P is 0
and the number of measurements N increases from 120 to
600 for both of the SMPL and SMPL+H models.

Experiment 2. The number of shape parameters P is 10
and the number of measurements N increases from 120 to

600 for both of the SMPL and SMPL+H models.
Experiment 3. The number of shape parameters P in-

creases from 0 to 10, and each joint of the SMPL and
SMPL+H models is assigned with a 2D keypoint, a 3D key-
point, and a part orientation field as measurements.

B.2. Number of the Joints

The CPU time ratio of the SMPL+H and SMPL models
to compute the Gauss-Newton direction is used as the met-
ric to evaluate the impact of the number of joints K. Note
that the SMPL and SMPL+H models have K = 23 and
K = 51 joints, respectively. The CPU time ratio reflects
the additional time induced as a result of the more joints
on the SMPL+H model. The CPU time ratios of the three
experiments are reported in Fig. 1 and discussed as follows:

1. In Experiment 1, there are no shape parameters and the
computation of the Gauss-Newton direction is domi-
nated by the number of measurements N . From Ta-
bles 2 and 3, it is known that our method has O(N)
complexity, which is not related with the number of
joints K, and thus, the expected CPU time ratio with
our method should be

1

1
= 1.

In contrast, the CPU time without our method is ap-
proximately O

(
(3K + 6)2

)
, which suggests an ex-

pected CPU time ratio of(
3× 51 + 6

3× 23 + 6

)2

= 4.49.

The numbers of 1 and 4.49 in the two equations above
are consistent with the results in Fig. 1(a).



Figure 2: The computation of the Gauss-Newton direction with different numbers of measurements and no shape parameters. The results
are (a) the CPU time with and without our method on the SMPL and SMPL+H models, and (b) the speedup of our method on the SMPL
and SMPL+H models, and (c) the speed up of our method on the SMPL model, and (d) the speed up of our method on the SMPL+H model.

Figure 3: The computation of the Gauss-Newton direction with different numbers of measurements and 10 shape parameters. The results
are (a) the CPU time with and without our method on the SMPL and SMPL+H models, and (b) the speedup of our method on the SMPL
and SMPL+H models, and (c) the speed up of our method on the SMPL model, and (d) the speed up of our method on the SMPL+H model.

2. In Experiment 2, there are 10 shape parameters. How-
ever, the analysis is still similar to that of Experiment
1. From Tables 2 and 3, the expected CPU time ra-
tio of the SMPL+H and SMPL models w/ and w/o our
method should be around

1

1
= 1

and (
3× 51 + 6 + 10

3× 23 + 6 + 10

)2

= 3.95,

respectively, which is consistent with the results in
Fig. 1(b).

3. In Experiment 3, the number of measurements N is
proportional to the number of joints of the SMPL and
SMPL+H models. Then, as a result of Tables 2 and 3,
the CPU time w/ and w/o our method to compute the
Gauss-Newton direction should be around O(K) and
O
(
(3K + 6)3

)
, respectively, and the corresponding

expected CPU time can be also approximated by

51

23
= 2.22

and (
3× 51 + 6

3× 23 + 6

)3

= 9.53,

which is consistent with the results in Fig. 1(c).

4. From Fig. 1 and the discussions above, it can be further
concluded that the number of joints has around O(K2)
times less impact on our method, which suggests that
our sparse constrained formulation is more suitable for
human models with more joints.

B.3. Number of the Measurements

The CPU time w/ and w/o our method to compute the
Gauss-Newton direction and the corresponding speedup in
Experiments 1 and 2 are reported in Figs. 2 and 3. It can
be seen from Figs. 2 and 3 that our method has 4.73 ∼
13.91x speedup on the SMPL model and a 12.17 ∼ 43.24x
speedup on the SMPL+H model. Furthermore, no matter
whether there are shape parameters or not, the speedup of
our method is greater as the number of measurements in-
creases, which means that our sparse constrained formula-
tion is more efficient to solve optimization problems with
more more measurements.

B.4. Number of the Shape Parameters

The CPU time w/ and w/o our method to compute the
Gauss-Newton direction and the corresponding speedup in
Experiment 3 are reported in Fig. 4. It can be seen from
Fig. 4 that our method has a 4.92 ∼ 7.78x speedup on
the SMPL model and a 18.63 ∼ 34.18x speedup on the
SMPL+H model, which is consistent with the analysis that
our sparse constrained formulation has better scalability on



Figure 4: The computation of the Gauss-Newton direction with different number of shape parameters. The results are (a) the CPU time
with and without our method on the SMPL and SMPL+H models, and (b) the speedup of our method on the SMPL and SMPL+H models,
and (c) the speed up of our method on the SMPL model, and (d) the speed up of our method on the SMPL+H model.

human models with more joints. On the SMPL+H model,
the CPU time taken to compute the Gauss-Newton direction
without our method is as many as 2.5 ms, which is difficult
to be used in real time considering that most optimization
methods need around 20 ∼ 30 iterations to converge. As
a comparison, our method is significantly faster on both of
the SMPL and SMPL+H models, for which the CPU time
is 0.027 ∼ 0.13 ms. In particular, note that if there are no
shape parameters, our method has a further acceleration of
the computation—this has is important for real-time video
tracking of 3D human pose and shape, in which the shape
parameters that are estimated from the first few frames can
be reused.

C. Qualitative Results

In this section, we present more qualitative comparisons
with SPIN [8] and SMPLify [3] on the Human3.6M, MPI-
INF-3DHP and 3DPW datasets. The results are shown in
Figs. 5 to 7.

D. Real-Time Motion Capture Framework

D.1. Human Detection

The YOLOv4-CSP [2,20] is used for human detection to
make a balance between accuracy and efficiency. The size
of input images for YOLOv4-CSP is 512× 512.

D.2. 2D Keypoint Estimation

The AlphaPose [5] is used for 2D keypoint estimation
with 256 × 192 input images. The following datasets are
used to train AlphaPose.

Human3.6M [4, 6] is a popular dataset for 3D human pose
estimation. Following the standard training-testing protocol
in [17], we use subjects S1, S5-S8 for training.

MPI-INF-3DHP [13] is a multi-view markerless dataset
with 8 training subjects and 6 test subjects. We use subjects
S1-S8 that are downsampled to 10 FPS for training.

COCO [10] is a large-scale dataset for 2D joint detection.
We use the COCO training datasets for training.

MPII [1] is a 2D human pose dataset that is extracted from
online videos. We use the MPII training datasets for train-
ing.

D.3. 3D Keypoint Regression

In our real-time motion capture framework, we use a
light-weight fully connected neural network for 2D-to-3D
lifting. The 3D Keypoint regression network can be re-
garded as a modification of VideoPose3D [18]. From the
3D keypoint regression network, we further obtain the part
orientation field [21] for each body part. We use the train-
ing datasets of Human3.6M [6] and MPI-INF-3DHP [13]
that are downsampled to 10 FPS to train the 3D keypoint
regression network.

E. Prior Loss of Joint States
We use the normalizing flow [7] to describe the joint

state prior loss EΩ,i. The normalizing flow is trained on
the AMASS dataset [12] and has the structure of FC6 →
PReLU → FC6 → PReLU → FC6 → PReLU → FC6 →
PReLU → FC6 whose input is the 6D representation of
rotation. We remark that the normalizing flow structure
above to learn admissible joint states is inspired by the work
of [22].

F. Implementation
F.1. Overview

While originally designed for 3D human pose and shape
estimation, we emphasize that our method can be extended
to any types of articulated tracking problems in computer
vision and robotics [19]. The only requirement is that the
objective can be written as

E =
∑

0≤i≤K

1

2
‖ri(Ti,Ωi,β)‖2, (38)



Figure 5: Qualitative comparisons of our method (second row in pink), SPIN [8] (third row in gray), and SMPLify [3] (fourth row in
purple) on the Human3.6M dataset.

in which K is the number joints, Ti is the pose of body part
i, Ωi is the joint state and β is the shape parameters. Em-
pirically, such a requirement can be satisfied with ease, e.g.,
we might assume that the keypoints selected to calculate the
losses are rigidly attached to a single body part. As a matter
of fact, as long as the objective is in the form of Eq. (38),
the steps to compute the Gauss-Newton direction in Table 1
and the complexity analysis in Tables 2 and 3 hold as well.
Thus, there are no difficulties to implement our method on
practical articulated tracking problems.

F.2. Extract Si and li from the SMPL Model

At the rest pose of the SMPL model [11], it is known that
the joint positions linearly depend on the vertex positions,
and the vertex positions also linearly depend on the shape
parameters β ∈ RP . Thus, we conclude that the joint posi-
tions ti ∈ R3 at the rest pose linearly depend on the shape
parameters, i.e., there exists Ji ∈ R3×P and ci ∈ R3 in the
SMPL model such that ti at the rest pose takes the form of

ti = Ji · β + ci. (39)

Note that joint position ti ∈ R3 is also the translation of

pose Ti =

[
Ri ti
0 1

]
∈ SE(3) where Ri ∈ SO(3) is the

rotation. Moreover, the relative joint position ∆ti ∈ R3

between any connected body parts is constant, and thus, we
obtain ∆ti = ti−tpar(i), in which par(i) denotes the index
of the parent of body part i. Then, joint position ti ∈ R3 at
any poses satisfies

ti = Rpar(i)∆t + tpar(i) = Rpar(i)

(
ti− tpar(i)

)
+ tpar(i).

(40)
In the equation above, Rpar(i) is rotation of pose Tpar(i) ∈
SE(3). Substituting Eq. (39) into Eq. (40) to cancel out ti
and tpar(i), we obtain

ti = Rpar(i)

(
Si · β + li

)
+ tpar(i), (41)

in which
Si = Ji − Jpar(i) ∈ R3×P (42)

and
li = ci − cpar(i) ∈ R3. (43)

It is immediate to show that Si · β + li is the relative joint
position between body parts i and par(i), and thus, the cor-
responding relative pose Tpar(i),i is

Tpar(i),i ,

[
Ωi Si · β + li
0 1

]
, (44)

in which Ωi ∈ SO(3) is the state of joint i.



Figure 6: Qualitative comparisons of our method (second row in pink), SPIN [8] (third row in gray), and SMPLify [3] (fourth row in
purple) on the MPI-INF-3DHP dataset.

Figure 7: Qualitative comparisons of our method (second row in pink), SPIN [8] (third row in gray), and SMPLify [3] (fourth row in
purple) on the MPI-INF-3DHP dataset.
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