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1. Comparison with the state-of-the-art with-
out self-supervised pretraining

In the main paper we presented a comparison with the
state-of-the-art, using each method in its best possible con-
figuration. For all competitors the best performance is
reached by using self-supervised pretraining. This is dis-
advantageous for our method, since UNO only requires su-
pervised pretraining. Also, using self-supervision makes all
competing methods more computationally expensive.

Hence, in Tab. 1 we also report results without self-
supervised pretraining, i.e. with supervised pretraining only.
In this comparison, all methods are trained using roughly
the same amount of compute. Clearly, all methods ex-
cept UNO are negatively affected, e.g. RS loses ~6%, DTC
~10% on CIFAR100-20. As a consequence, UNO outper-
forms the competitors even more significantly (e.g. 6.7%
and 17.6% on CIFAR10 and CIFAR100-20 respectively).
This is a clear sign that, while UNO is able to learn pow-
erful representations at discovery time, other methods need
ad-hoc offline pretrainings that are often not possible in real
world scenarios.

Method CIFARI0 CIFAR100-20 ImageNet
k-means [8]  65.540.0 56.6+1.6 71.9
KCL [5] 66.5+3.9 14.3£1.3 73.8
MCL [6] 64.240.1 21.3+3.4 74.4
DTC [4] 87.5£0.3 56.7+1.2 78.3
RS [3] 89.4+14 67.4+2.0 82.5
UNO (avg) 96.1+0.5 84.5+1.0 89.2
UNO (best) 96.1+0.5 85.0+0.6 90.6

Table 1: Comparison with state-of-the-art methods on CI-
FAR10, CIFAR100-20 and ImageNet for novel class dis-
covery using task-aware evaluation protocol. Clustering ac-
curacy is reported on the unlabeled set (training split). All
methods initialize the encoder with supervised learning on
the labeled set. “RS+” is with incremental classifier.
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2. Multi-view aggregation strategies

In Sec. 3 in the main manuscript, we described a way
to generate pseudo-labels using multiple views. This cor-
responds to the swapped prediction task proposed in [1].
Nonetheless, other strategies can be employed. Instead of
predicting the pseudo-label generated by another view, one
can think of having a single pseudo-label that depends on all
the views. This can be done in various ways. In the follow-
ing we describe two aggregation strategies we investigated.

Averaging pseudo-labels. We generate pseudo-labels in-
dependently for each view using the Sinkhorn-Knopp algo-
rithm [2]. Then, we aggregate the pseudo labels by simply
averaging the pseudo label over the views. In the case of
two views this is equivalent to computing the following:
§= Y% -; Y2 )

Subsequently, § can be plugged in Eq. (2) of the main paper
to obtain the complete pseudo-label.

This approach has advantages and disadvantages with
respect to the swapped prediction task. For instance, an
advantage is that the averaged pseudo-label is surely less
noisy, since it depends on both views. However, averag-
ing generates more entropic probability distributions, espe-
cially at the beginning, which slows down training. The
parameters of the Sinkhorn-Knopp algorithm [2] can be
tuned to account for the smoothing introduced by averag-
ing. However, these parameters depend on the number of
views, which makes this strategy impractical. Nonetheless,
as shown in Tab. 2, this aggregation strategy produces very
similar results to the swapped prediction task when using
two views.

Averaging logits. Similarly, another solution to generate
aggregated pseudo-labels is to first average the logits:
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then generate ¢ from v, and finally plug Eq. (2) of the main
paper. This solution is particularly advantageous in terms of



(a) Shared feature space

(b) Clustering head logits

(c) Overclustering head logits

Figure 1: t-SNE visualization of unlabeled samples (training set) on CIFAR10.

Method  Aggregation CIFAR10 CIFAR100-50
logits 94.4 52.2

UNO pseudo-labels 96.1 52.5
swap 96.1 52.9

Table 2: Comparison of multi-view aggregation strategies.
“logits” stands for averaging logits, ‘“Pseudo-labels” for
averaging pseudo-labels and “swap” for the swapped pre-
diction task. We report the clustering accuracy of the best
head on the training set.

computation, since it requires us to run Sinkhorn-Knopp [2]
only once, instead of twice (in the case of two views). How-
ever, unfortunately, this strategy does not produce results
that are as good as using the swapped prediction task. (see
Tab. 2)

3. More qualitative results for UNO

In this section, we show additional qualitative results and
analysis of the feature space induced by our Unified Objec-
tive (UNO). In the main paper we reported a visual com-
parison of the features extracted by UNO w.r.t RS, showing
a clear advantage of our method. Here, we dig deeper and
investigate how clustering and overclustering heads project
the features. For visualization purposes, we concatenate the
logits of the multiple heads we use for clustering and over-
clustering respectively.

In Fig. la the reader can appreciate how unlabeled
classes are organized in subgroups in the shared feature
space. This is due to the use of overclustering. Nonethe-
less, these subgroups are tightly clustered and can be easily
separated from samples of other classes. Indeed, as shown
in Fig. 1b, the non linear projection head we make use of
can correctly group most of the samples. Interestingly, the

Method CIFAR100-20
DTC [4] 64.3
RS [3] 70.5
RS+ [3] 71.2
UNO (avg) 74.7
UNO (best) 75.1

Table 3: Comparison with state-of-the-art methods on
CIFAR100-20 and ImageNet for novel class discovery with
unknown number of classes C'*, using task-aware evalua-
tion protocol. Clustering accuracy is reported on the unla-
beled set (training split). All methods except UNO initialize
the encoder with self-supervised learning.

overclustering heads project the features in a way that in-
creases the separation of the subgroups (see Fig. 1c), also
sometimes stretching them in an attempt to minimize the
loss.

4. Unknown number of clusters

All the results we showed so far assumed the knowledge
of the number of classes C'* contained in the unlabeled set.
However, in practical scenarios, it is unlikely to dispose of
that information. While many previous works investigated
the problem of estimating the number of clusters given a
set of unlabeled data [£8], in the context of NCD an effec-
tive approach was proposed in [4]. This method consists in
holding out a probe subset from the labeled set, and then
running a constrained (semi-supervised) k-means routine
on the union of the probe subset and unlabeled set. Subse-
quently, the optimal number of clusters £ is estimated using
clustering quality indices on both subsets.

To investigate the applicability of our Unified Objective
(UNO) in practical scenarios where k is not available, we



estimate the number of clusters on CIFAR100-20, using
the aforementioned approach described in [4]. We use 60
classes for feature pretraining, 20 classes in the probe sub-
set and 20 classes in the unlabeled set. In this way, we ob-
tain a reasonable estimation, £k = 23 classes. We then re-
run UNO and the competing methods using this estimation.
The results are shown in Tab 3. We find that our method
still outperforms the state-of-the-art considerably.

Method CIFAR10 CIFAR100-20 ImageNet
Jia et al. [7] 93.4+0.6 76.4+2.8 86.7
OpenMix [10] 95.3 - 85.7
NCL [9] 93.440.5 86.6+0.4 90.7
UNO (avg) 96.1+0.5 84.54+1.0 89.2
UNO (best) 96.1+0.5 85.0+0.6 90.6

Table 4: Comparison with concurrent methods on CI-
FAR10, CIFAR100-20 and ImageNet for novel class dis-
covery using task-aware evaluation protocol. Clustering ac-
curacy is reported on the unlabeled set (training split).

5. Comparison with concurrent works

In this section we compare the performance obtained
with UNO to the following concurrent works: Open-
Mix [10], NCL [9] and Jia et al. [7]. The results can be
found in Tab. 4. Despite being much simpler than all the
concurrent related methods, UNO achieves better or com-
parable performance.
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