1. Details of Training and Evaluation Datasets

1.1. Training Datasets

In this section, we describe 5 datasets we use to train teacher models.

**ImageNet:** ImageNet [9] is a classification dataset with 1.2M training images and 1000 unique classes. All of its images are center cropped and have one primary object per image.

**Objects365:** Objects365 [10] is an object detection dataset that has 365 different classes and 600k training images.

**COCO:** The COCO dataset [7] contains 118k images that has a variety of different labels (e.g. object detection, instance segmentation, panoptic segmentation). For all experiments we use its pantopic segmentation labels.

**MiDaS:** The MiDaS depth model [8] that is used for generating our depth pseudo labels is trained on a diverse set of 5 depth datasets. The 5 depth datasets are DimL Indoor [3] (220k images), MegaDepth [5] (130k images), ReDWeb [15] (3600), WSVD [14] (1.5M), and 3D movies (75k). The model is trained to be invariant to the depth range and scale across all datasets, leading to a model that generates robust pseudo labels.

**JFT:** JFT [12] is a large-scale image multi-label classification dataset with 300M labeled images. This dataset is used to test the scale of MuST and various self-supervised learning algorithms.

1.2. Evaluation Datasets

Next we describe the datasets that all of our representations will be fine-tuned on. We have different datasets with a total of five different tasks. Note the Surface Normal task is never used as a training task to test the task generality of the representations.

**CIFAR-100:** CIFAR-100 is a classification dataset with 50k images and 100 unique classes.

**PASCAL Detection:** The Pascal Detection dataset [2] is an object detection dataset with 20 unique classes. We train the models on the trainval sets of PASCAL VOC 2007 and PASCAL VOC 2012 which include 16.5k images.

**PASCAL Segmentation:** The Pascal Segmentation dataset [2] is a semantic segmentation dataset with 20 unique classes. We train the models on the train set of the PASCAL VOC 2012 segmentation dataset which has 1.5k images.

**NYU Depth V2:** The NYU Depth v2 dataset [11] is a depth estimation dataset that contains 47584 train images and 654 validation images.

**ADE Segmentation:** ADE20k [16] is a segmentation dataset that contains 20k images with 150 object and stuff classes. The dataset contains a wide variety of different indoor and outdoor scenes along with object classes.

**DIODE Surface Normal:** The DIODE dataset [13] is a depth and surface normal dataset that contains 16884 images. The dataset contains a diverse set of both indoor and outdoor scenes for training and testing. We only make use of the surface normal labels.
MuST. All the models are trained with a ResNet-152 backbone model.

**Objects365 Detection:** We use batch size 256 and train for 140 epochs. The image size is 640. We apply scale jittering [0.5, 2.0] (i.e. randomly resample image between 320 × 320 to 1280 × 1280 and crop it to 512 × 512). The learning rate is 0.32 and the weight decay is set as 4e-5. The model is trained from random initialization. The final performance is 26.1 AP.

**COCO Segmentation:** We use the annotations in COCO panoptic segmentation dataset [4]. We train a semantic segmentation model that only predicts the semantic class for each pixel, instead of also predicting the object instance. We use batch size 256 and train for 384 epochs. The image size is 896. We apply scale jittering [0.5, 2.0]. The learning rate is 0.32 and the weight decay is set as 4e-5. The model is trained from random initialization. The final performance is 53.8 mIoU.

**MiDaS Depth:** We directly download the pre-trained MiDaS from the github repository and use it as a teacher model to generate pseudo labels.

**ImageNet Classification:** We use batch size 2048 and train for 400 epochs. The image size is 224. The learning rate is 0.8 and weight decay is 4e-5. We apply random augmentation [1] (2L-15M, 2 layers with magnitude 15) and label smoothing (0.1) to regularize the model training. The final performance is 81.6 top-1 accuracy.

### 2.2. Training Multi-Task Student Models

We use a batch size 256 for training student models in our experiments. The image size is 640. We apply scale jittering [0.5, 2.0] during training. The weight decay is 4e-5 in ImageNet experiments and 3e-6 in JFT experiments. No random augmentation [1] or label smoothing is applied.

### 2.3. Fine-tuning on Evaluation Datasets

For fine-tuning we initialize the parameters in the ResNet and FPN backbone with a pre-trained model and randomly initialize the rest of the layers. We perform end-to-end fine-tuning with an extensive grid search of the combinations of learning rate and training steps to ensure each pre-trained model achieves its best fine-tuning performance. We experiment with different weight decays but do not find it making a big difference and set it to 1e-4. All models are trained with cosine learning rate for simplicity. Below we describe the dataset, evaluation metric, model architecture, and training parameters for each task.

**CIFAR-100:** We use standard CIFAR-100 train and test sets and report the top-1 accuracy. We resize the image resolution to 256 × 256. We replace the classification head in the pre-trained model with a randomly initialized linear layer that predicts 101 classes, including background. We use a batch size of 512 and search the combination of training steps from 5000 to 20000 and learning rates from 0.005 to 0.32. We find the best learning rate for SimCLR (0.16) is much higher than the supervised model (0.005). This trend holds for the following tasks.

**PASCAL Segmentation:** We use PASCAL VOC 2012 train and validation sets and report the mIoU metric. The training images are re-sampled into 512 × 512 with scale jittering [0.5, 2.0]. We initialize the model from the pre-trained backbone and FPN [6] layers. We remove the pre-trained segmentation head and train from a randomly initialized head. We use a batch size of 64 and search the combination of training steps from 5000 to 20000 and learning rates from 0.005 to 0.32.

**PASCAL Detection:** We use PASCAL VOC 2007+2012 trainval set and VOC 2007 test set and report the AP<sub>50</sub> with 11 recall points to compute average precision. The training images are resampled into 896 with scale jittering [0.5, 2.0], we initialize the model from the pre-trained backbone and FPN [6] layers and randomly initialize the heads. We use a batch size of 32 and search the combination of training steps from 5000 to 20000 and learning rates from 0.005 to 0.32.

**NYU Depth:** We use NYU depth v2 dataset with 47584 train and 654 validation images. We report the percentage of predicted depth values within 1.25 relative ratio compared to the ground truth. The training images are resampled into 640 with scale jittering [0.5, 2.0]. We initialize the model from the pre-trained backbone and FPN [6] layers and randomly initialize the heads. We use a batch size of 64 and search the combination of training steps from 10000 to 40000 and learning rates from 0.005 to 0.32.

**DIODE:** We use DIODE outdoor dataset with 16884 train and 446 validation images. We report the percentage of the angle error less than 11.25°. We use the original image resolution 768 for training and evaluation. The training image is applied with scale jittering [0.5, 2.0]. We initialize the model from the pre-trained backbone and FPN [6] layers and randomly initialize the heads. We use a batch size of 32 and search the combination of training steps from 20000 to 80000 and learning rates from 0.01 to 0.16.
3. Visualization of Student Model Predictions

Figure 1 shows more visual examples of the predictions made by a single multi-task student model. The images are sampled from the validation set in ImageNet dataset.
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Figure 1. The visualization of inference on ImageNet dataset made by single multi-task student model.