
Supplementary Material of Language-Guided Global Image Editing via
Cross-Modal Cyclic Mechanism

1. Component Analysis
1.1. Data Augmentation

We conduct ablation studies on the proposed two kinds
of data augmentation strategy, as shown in Table 1. From
top to bottom, w.o. aug, swap and swap&random indicate
the model without data augmentation, with only swapping
augmentation and with two kinds of augmentation respec-
tively. The quantitative results show that the proposed data
augmentation strategy is both necessary and useful for pro-
moting the performance of the generator.

1.2. Cyclic Mechanism

Augmented EDNet. Given the input image x, target im-
age y, and language embedding h, the augmented EDNet
produces editing embeddings to supervise the generate G.
Theoretically, the augmented EDNet is learned better than
the generator through the cyclic mechanism and data aug-
mentation. To validate the superiority of the augmented ED-
Net, we generate images condition on editing embeddings
and perform a comparison with the original model. The
process can be illustrated using the following equations:

x̃h = G(x, h), (1)

ex→y = ED(x, y),

x̃e = G(x, ex→y),
(2)

where x̃h and x̃e are images generated using language em-
beddings h and editing embeddings e. Note that the gen-
erator uses language embedding h and editing embedding
e to achieve image editing by merely scaling and shifting
the visual feature maps for only once. This design prevents
the generator from memorizing the target image. We vi-
sualize some examples of x̃h and x̃e in Figure 1. x̃e can
adjust the hue, contrast, and brightness following the lin-
guistic requests accurately, which is better than x̃h. Quan-
titative comparisons between x̃h and x̃e are also conducted,
as shown in Table 1. The results also demonstrate the su-
periority of x̃e. Thus, the augmented EDNet can be used to
supervise the generator.

Language-Sensitivity. To further examine the language-
sensitivity of our model, we propose the image variance σ2
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Request: Darken the photo a little to accentuate the shadows
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Request: Brighten and add blue hue

Request: Add more contrast to simulate more light

Figure 1. Visualization of x̃h and x̃e. x̃e match the requests better.

to measure the diversity of the generated image conditioned
on different requests. We apply 8 predefined different lan-
guage requests to the same input image and output 8 differ-
ent images. These 8 predefined requests are: “brighten the
image”, “darken the image”, “increase the contrast”, “de-
crease the contrast”, “increase the saturation”, “decrease the
saturation”, “enhance the color” and “decrease the color”.
Then we compute the variance over the 8 images of all pix-
els and take the average overall spatial locations and color



Method
MA5k-Req GIER

IS↑ FID↓ RSS↑ IS↑ FID↓ RSS↑

BLEU-4 CIDEr METEOR ROUGE-L BLEU-4 CIDEr METEOR ROUGE-L

w.o. Aug 16.29 10.09 8.39 65.89 11.01 22.20 9.91 44.70 3.81 35.81 9.16 23.23
swap 16.93 10.03 8.57 65.84 11.03 22.56 10.21 43.28 3.94 36.32 9.27 23.35

swap & random (x̃h) 17.16 9.95 8.66 66.18 11.13 22.83 10.35 42.01 4.09 37.03 9.45 23.60

augmented EDNet (x̃e) 18.09 9.52 9.05 68.38 11.63 23.91 10.99 40.07 4.18 38.82 9.89 24.55

Table 1. Ablation studies on data augmentation and cyclic mechanism.

w.o. EDNet Ours

σ2 3278.02 3564.10

Table 2. Quantitative results of image variance.

channels. Finally, we take the average of the average vari-
ance over the entire test set, as shown in Table 2. We can see
that our model with the cyclic mechanism has a higher vari-
ance, which indicates that the generated images are more
diverse in different language conditions. Similar observa-
tions can be found in Figure 8 of our original paper. Due
to the insufficient and imbalance of data, the vanilla gen-
erator is biased and thus not sensitive to different requests.
By leveraging the proposed cyclic mechanism and data aug-
mentation, our model is more robust and sensitive, which
can edit images through requests actually.

2. Qualitative Comparison
We conduct additional qualitative comparisons with

baselines on the GIER dataset [1] and MA5k-Req dataset
[2], as shown in Figure 2 and 3. Extensive experiments have
demonstrated the superiority of our method.
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Request
Please brighten a 
lot and sharpen this 
photo and enhance 
the color intensity.

Make the image a 
lot lighter.

Fix the yellow
hue, colorize 
the image.

Make image 
considerably 
brighter and 
add a warm hue.

Brighten the skin 
and enhance the 
picture.

Figure 2. Qualitative comparison with baseline models on GIER dataset. Best viewed in color.
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Request
Adjust the 
whiteness and 
increase hue.

Brighten
the image.

Make the picture
lighter and clearer.

Turn the brightness 
up to make subject 
of this image stand 
out more.

Adjust the 
intensity more and 
increase contrast.

Figure 3. Qualitative comparison with baseline models on MA5k-Req dataset. Best viewed in color.


