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In this Supplemental Document we present additional information and results in support of the main manuscript. Section
1 describes results using the KITTI evaluation metrics and shows additional qualitative examples of our method as well
as several baseline methods. Section2 presents a detailed ablation study of our proposed architecture. Section3 provides
additional insight and experiments on the generalization to different objects, orientations and positions. Section4 provides
implementation details. Section5 describes our gated imaging sensor setup. Section6 provides further details on our
Gated3D dataset annotation and capture procedures. Please see theadditional Supplemental Videofor qualitative results of
the proposed approach in challenging conditions.

1. KITTI Evaluation Metrics and Qualitative Comparisons

Table1 gives additional results of our method and the baselines described in our main manuscript, using the KITTI eval-
uation metrics. Overall the proposed approach mostly outperforms the baselines in the Easy, Moderate and Hard categories,
and narrowly trails the leading result in the few cases where another method has the best result. In particular, Gated3D
consistently outperforms the baselines in the Hard category. This validates that our model is able to robustly detect small and
occluded objects, and is consistent with the results in our main manuscript, which show larger improvements for pedestrians
at all distance ranges as well as for cars in the furthest range considered of 50-80m.

Figure1 shows additional qualitative results of our method compared to the baseline approaches. We can see that our
proposed method detects objects with more accurate localization in both the image and birds eye view spaces. Our method
especially outperforms other methods on pedestrians and objects that are far away from the camera.

2. Ablation Study

Table2 shows the impact of some of the main components of our proposedGated3Dmodel. The results of our complete
architecture are compared against variants of the model without the attention layers, with a smaller backbone (ResNet-50
FPN), and without the frustum-based depth prediction (regression of absolute depth). Since the attention layers serve as a
learned pooling between the convolutional and fully-connected layers, we test replacing attention with max-pooling, mean-
pooling and �attening. Note that for the version with �attening in place of the attention layer, the RoIAlign crop size is
reduced from 28 to 7 due to memory constraints.

Due to the relatively small size of the test set and label noise caused by sensor synchronization issues, it is best to consider
the overall performance across a full row of Table2 or both daytime and nighttime results for each class rather than attempt
a �ne-grained analysis.

While attention layers improve the results overall for both object classes, the impact is larger for pedestrian detection.
This matches the intuition that attention helps separate object features from background or occlusion features in the ROI
crops. Pedestrian crops have proportionally more background or occlusion on average, both because they are smaller and
less rectangular than cars, and because the 2D detection performance is lower, leading to more poorly-�t region proposals to
the 3D detection network. Additionally, as expected, we see that attention does not consistently impact the 2D metrics as it
is only used in the 3D detection network.

* indicates equal contribution.
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