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1. Ablations with Joint Training

In the joint training experiment (Table 2, Row 8), we
use a weighing parameter (/3) to combine the Lgc and Lcg
losses. We ablate on the choice of weight (5) used, and we
represent the overall loss in this experiment as:

Ljoint = BLssc + (1 — B)Lce

We also find that the VQA-Accuracy and Consensus
Scores hit a sweet-spot at § = 0.5 and we use this con-
figuration as our basline.

VQA

Model 5 CS@) val

1 MMT 0.25 5297 66.14
2 MMT 0.50 53.63 66.23
3 MMT 0.75 48.53 61.34
4 MMT 0.90 40.68 51.03
5 MMT + ConClaT - 53.99 66.98

Table A. Ablations on the choice of our hyper-parameter 3 for
joint training.

2. Joint and Pretrain-Finetune Training

As mentioned in Section 4.3 of the manuscript, we re-
spectively provide the training schemes used to jointly op-
timize in Algorithm 1 and the scheme used to pretrain-
finetune in Algorithm 2 with the Lgsc and Lcg losses.

3. Gradient Surgery of Lssc and Lcg

To know whether the gradients of both the losses (Lssc
and Lcg) are aligned with each other during training, we
follow the gradient surgery setup of [8] for multi-task learn-
ing. During joint-training, we take the dot-products of gra-
dients from both the losses and plot them to see how well
they are aligned i.e. whether the dot product is positive or
negative. In Figure A we plot the un-normalized dot prod-
uct between the gradients corresponding to Lcg and Lssc
losses. We find that except for initial few steps the gradients
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Algorithm 1 ConClaT with joint Lgsc and Lcg
input: steps /V; constant N,., §; data D*"9; networks f, g

foralli e {1,...,N} do

# initialize batches

Bssc = CURATE(N,., D249, w); Beg ~ D49

# compute gradients separately

Vssc =V Lssc(f, g, Bssc) - B

Vee =V Lee(f, 9, Bce) - (1= B)

# joint update

update f(.), g(.) networks with V = Vg + Vgsc
return network f(.); throw away g(.)

Algorithm 2 ConClaT with pre-train Lgsc and fine-tune
Lce
input: steps N,,, N¢; data D2"9; networks f, g
# pretrain with SSCL
forallic {1,...,N,} do
B = CURATE(N,., D39, w)
update f(.), g(.) networks to minimize Lgsc over B
# finetune with CE
foralli e {1,...,N;} do
B ~ Daug
update f(.) network to minimize Lcg over B
return network f(.); throw away g(.)

of both the losses are aligned (dot product is positive) and
thus the updates are complementary with respect to each
other.

4. Training

Hyperparameters. All the models have ~100M train-
able parameters. We train our models using Adam opti-
mizer [3] with a linear warmup and with a learning rate
of le-4 and a staircase learning rate schedule, where we
multiply the learning rate by 0.2 at 10.6K and at 15K it-
erations. We train for 5 epochs of augmented train dataset
D9 on 4 NVIDIA Titan XP GPUs and use a batch-size of
420 when using Lgsc and Lcg both and 210 otherwise. We
use PyTorch [4] for all the experiments. Hyperparameters



Table B. Hyperparameter choices for models.

#  Hyperparameters Value #  Hyperparameters Value

1 Maximum question tokens 23 2 Maximum object tokens 101

3 Lcg:Lssc iterations ratio 3:1 4 Number of TextBert layers 3

5 Embedding size 768 6  Number of Multimodal layers 6

7 Multimodal layer intermediate size 3072 8  Number of attention heads 12

9  Negative type weights (w) (0.25,0.25,0.5) 10 Multimodal layer dropout 0.1
11 Similarity Threshold (€) 0.95 12 Optimizer Adam
13 Batchsize 210/420 14 Base Learning rate 2e-4
15 Warm-up learning rate factor 0.1 16 Warm-up iterations 4266
17 Vocabulary size 3129 18 Gradient clipping (L-2 Norm)  0.25
19 Number of epochs 5/20 20 Learning rate decay 0.2
21 Learning rate decay steps 10665, 14931 22 Number of iterations 25000
23  Projection Dimension (R%#) 128 24 Scaling Factor (s) 20
25 Nee 4 26 N, 70
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Figure A. Gradient Alignment between the Lssc and Lcg losses.
The dot-product is positive indicating that the gradients from the
two losses are aligned.

are summarized in Table B.

5. Frequently Asked Questions

Why use different sampling rates for different negative
types? The different types of negatives — same-image-
different-question (img) and same-question-different-
image (que) — encourages the model to be sensitive to
both modalities. We use different sampling weights to
emphasize more on these two types of negatives over the
ones which just have different answers. We obtain the
weights (Table B, Row 9) through hyper-parameter tuning
on the validation set.

Why should questions dealing with different concepts
but same answer (e.g., questions in Fig 2b, “Is the dog
atop a sofa?” and “Is there broccoli in the picture?”)
have similar representations? We clarify that we do

not impose any supervision at the level of MMT layers
but only at the penultimate layer before answer prediction.
Hence, the model is able to perform different reasoning
steps (needed to process entirely different visual/textual in-
puts) for arriving at the same final answer.

Comparison of parameters, model size, training and in-
ference time of ConClaT with baseline. Baseline (VQA
model trained with augmented data) and ConClaT architec-
tures are identical during inference and both have ~135M
parameters. An additional projection head (4M params) is
used in ConClaT training for contrastive learning, which is
discarded after training. Our model checkpoint consumes
1.5 GB of memory. Both ConClaT and baseline are trained
for 25K iterations and takes roughly the same amount of
time — 18 hours of wall-clock time on 4 TitanX GPUs. We
do not find a significant difference in training times of Con-
ClaT and the baseline. Evaluation times on the VQA test-set
(443,757 samples) are also identical — nearly 10 minutes of
wall-clock time for both ConClaT and baseline.

Joint training vs alternate training, which one is better?
As evident from supplementary Table A, joint training is
very sensitive to the weight hyperparameter (3). We hy-
pothesize that this prevents joint-training from being as ef-
fective as ConClaT and so, we suggest alternate training as
a better choice.

How was N..(= 4) chosen in ConClaT? We found similar
performance with N.. = 2, 3,4. We use N, = 4 for faster
training.

Does ConClaT improve using any dynamic word em-
beddings, such as ELMo/BERT? Similar to ELMo, our
method already encodes questions using contextual word
embeddings from a pretrained BERT model. Tempted by
the question, we trained a variant of ConClaT with a ran-
domly initialized BERT model. We find that gains from
ConClaT are more significant (+2.53% vs +1.53% from the



paper) for CS(4) under this setting.

6. Augmented Data

Back-translation: We use 88 different MarianNMT [ 1]
Back-translation model pairs released by Hugging Face [7]
to generate question paraphrases. We use Sentence-
BERT [5] to filter out paraphrases that cosine similarity of
> 0.95 with the original question and choose three unique
paraphrases randomly from the filtered set. After filtering
duplicates we end up with 2.89 paraphrases per original
question on average.

VQG: We use the VQG model introduced by previous
work [0] that takes as input the image and answer to gen-
erate a paraphrased question. We input the VQG module
with 88 random noise vectors to keep the generation com-
parable with Back-translation approach. For filtering, we
use the gating mechanism used by the authors and sentence
similarity score of > 0.85 and keep a maximum of 3 unique
rephrasings for each question. Since, VQG produces fewer
unique rephrasings per question than Back-translation, we
used a lower similarity threshold. After filtering duplicates
we end up with only 0.96 paraphrases per original question
on average, far fewer than Back-translation. Qualitatively,
we find the VQG paraphrases worse when compared against
Back-translated ones.

Evaluation: During training, we evaluate our models
using the Back-translated rephrasings on a subset of ques-
tions from validation set which do not overlap with VQA-
Rephrasings [6] dataset.

7. Code and Result Files

We share the code for running the baseline and the best
experiments (Table 1, Rows 5, 9). Please find the released
code at: https://www.github.com/yashkant/concat-vqa

8. Full Ablations

For brevity and conciseness, we omitted CS(1) and
CS(2) scores in the main ablation table, we provide the
these scores in Table B.

9. Qualitative Samples

Figures B, C, D, E show many more qualitative samples
comparing the baseline and ConClaT. We visualize the data
generated via Back-translation and mined triplets in Fig-
ures F, G, H.
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VQA

Model Loss(es) Scaling N-Type Train Scheme CS(1) CS(2) CS@3) CS4) val

1 MMT LcE - - - 67.58 60.04 5553 5236 66.31
2 MMT Lssc & Lcg v R Alternate 68.19 60.92 56.53 53.42 66.62
3 MMT Lsc & Lcg v RQ Alternate 68.41 61.24 56.88 53.77 66.97
4 MMT Lssc & Lcg v RI Alternate 68.47 61.28 5691 53.79 66.93
5 MMT Lssc & Lk v QI Alternate 68.65 61.40 57.00 53.90 66.95
6 MMT Lssc & Lcg v RQI Alternate 68.62 61.42 57.08 53.99 66.98
7 MMT Lsc & Lcg X RQI Alternate 68.20 60.90 56.49 53.36 66.60
8 MMT Lssc & Lcg Dynamic  RQT Alternate 68.60 61.38 57.01 53.92 66.95
9 MMT Lssc & Lcg v RQI Joint 67.75 60.79 56.59 53.63 66.23
10 MMT Lssc — Lcg [2] X RQI  Pretrain-Finetune 65.33 57.39 52.63 49.20 64.21
11 MMT Lpwmr [9] & Lck X RQI Alternate 68.11 60.70 56.23 53.10 66.59

Table B. Ablations Study of ConClaT. Scaling denotes whether scaling factor a was used. N-Type defines the type of negatives used
from Image (I), Question (Q) and Random (R). All experiments are run with Back Translation data.
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Q Who is sniffing who? dog What color is the clock? orange What color is the umbrella? blue

dog orange rainbow
Q1 Somebody is being sniffed by yes Can you tell me what color the yes The color of the umbrella is rainbow
who? dog clock is? orange what? rainbow
Q2 Who is doing the sniffing? dog What color is the pictured clock?  orange The umbrella's color is what? blue
dog orange rainbow
Q3 What is doing the sniffing? hat What is the color of the clock? orange The umbrella is what color? blue
dog orange rainbow
GT dog orange rainbow
Avg.CS 0.16/1.00 0.377/1.00 0.16/1.00

HVP2K?
@ How many skis are on the 0 Which corner of the table is in top Is the cat able to access the no
ground? . 0 the frame? left toilet water? no
Q1 What is the number of skis on 2 What corner of the table is wall Is toilet water something the cat ~ Yes
the ground? 0 shown? left has access to? no
Q2 Whatis the ski count on the 0 Which corner of this table is top right Does the cat have access tothe ~ Yes
ground? ) 0 visible? left toilet water? no
Q3 What's the exact number of skis 1 Which corner of the table isin ~ top Is accessing the toilet water no
on the ground? 0 the shot? left something the cat can do? no
GT 0 left no
Avg.CS 0.16/1.00 0.00/1.00 0.16/1.00

Q Are these fruit or vegetable? food Is this food sweet? yes How many sheep are there? 2

. . vegetable yes
Q1 Are these classified as fruitor  carrots Does this food have a sweet no What is the total of sheep? sheep
vegetable? ) vegetable taste? yes 2
Q2 Would these be called fruit or vegetables poes this food taste sweet? yes What is the number of sheep? 2
vegetable? ) vegetable yes 2
Q3 Do these count as fruit or food Is this a food that tastes sweet? ~ no How many sheep? 2
vegetable? vegetable yes 2
GT vegetable yes 2
Avg.CS 0.00/1.00 0.16/1.00 0.37/1.00
B ours ® Baselne

Figure B. Qualitative Examples. Predictions of ConClaT and MMT+CE baseline on several image-question pairs and their corresponding
rephrased questions. Average Consensus Scores (k=1-4) are also shown at the bottom (higher the better).



Avg. CS

Q1

Q3

Is there cheese on the
sandwich?

Does the sandwich have
cheese?

The sandwich, does it have
cheese?

Is there cheese on it?

no
0.00/1.00

Erg g

e ———
Do these flowers have yellow
leaves?
Are there yellow leaves on
these flowers?
Can yellow covered leaves be
found on these flowers?
Are any of the leaves on these
flowers yellow in color?

What color is the table?

Out of all the colors of the rainbow,
which applies to the table?
The table is what color?

an you name what color the table
is?

green

0.37/1.00

yes
no
yes
no
yes
no
yes
no

no
no
no
no
yes
no
no
no

green
green
nothing
green
green
green
green
green

How many cows?

What is the count of cows in this
picture?

How many cows are there in this
picture?

How many cows can be seen?

2
0.37/1.00

Is this planes color black?
Is the color of this plane black?
Is the plane's color black?

Is the color associated with the
plane black?

no
0.00/1.00

Do the pillows match the
bedspread?

Are the pillows matching the
bedspread?

Does the bedspread match the
pillows?

Is the pattern on pillows and
bedspread similar?

yes

0.37/1.00

NNNNDNNENN

yes
yes
no

yes
yes
yes
yes
yes

F ¥

How many dogs are there?
What is the count for the amount
of dogs?

What is the number of dogs?

What is the amount of dogs?

2
0.37/1.00

NNNNN=2S2NN
o

What is in the vase?

The vase has what in it?
What item is placed inside the
vase?

The vase has what item in it?

flowers
0.16/1.00

Is this a vase?
Does the picture depict a vase?
Is this a flower vase?

Does the photo show a vase?

yes
0.37/1.00

flowers
flowers
glass
flowers
flowers
flowers
vase
flowers

yes
yes
no

yes
yes
yes
yes
yes

Figure C. Qualitative Examples. Predictions of ConClaT and MMT+CE baseline on several image-question pairs and their corresponding

@ Baseline

rephrased questions. Average Consensus Scores (k=1-4) are also shown at the bottom (higher the better).



Q What covering everything?

Q1 What is that thing covering
everything?

Q2 What is the substance covering
everything?

Q3 What is covering everything?

GT snow
Avg.CS 0.37/1.00

snow
snow
bench
snow
snow
snow
snow
snow

Q Whatis on the plate?
Q1 The plate has what on it?
Q2 Can you tell me what is on top
of the plate?
Q@3 What does the plate contain?

GT food
Avg.CS 0.16/0.37

Q Are the flowers all one color?

Q1 Do the flowers come in one
color?
Q2 Are the flowers one color?

Q3 Are the flowers in a single
color?

GT no

0.37/0.37

food
food
table
food
no

no

food
food

What colors are the stripes
on the left?

Can you name the colors
on the far left?

The left side has which
colors?

What colors do you see on
the left?

red and white

0.37/1.00

How many people are there?
What number of people are
there?

What is the count of people?

What is the amount of people?

2
0.00/0.37

What does the sign say?
What is on the sign?

What does the sign indicate?
What is written on the sign?

walk
0.00/0.16

red and white
red and white
yes

red and white
red and white
red and white
red and white
red and white

i

go
traffic lights
walk

walk

What kind of road is the truck
parked on?

For the truck, what kind of road
is it parked on?

Can you identify the type of road
the truck is parked on?

Name the kind of road that truck
is parked on?

parking lot

0.00/0.37

How many slices is this pizza cut
into?

The pizza has been cut into how
many slices?

What amount of slices make up
the cut pizza?

The amount of slices the pizza
has been cut into is what?

0.00/0.16

How many vehicles could use
this object?

How many vehicles use this
object?

Can you tell me how many
vehicles use this object?

Will you tell me how many
vehicles can use this object?
2

0.16/0.37

paved
asphalt
concrete
asphalt
no

no
paved
asphalt

AR N

SSaNNNN
o

yes

@ Baseline

Figure D. Qualitative Examples. Predictions of ConClaT and MMT+CE baseline on several image-question pairs and their corresponding
rephrased questions. Average Consensus Scores (k=1-4) are also shown at the bottom (higher the better).



Q s this a male or female? male What shape is cut out of the square Is it evening? yes

male wood? square no

Q1 s this a male? yes The shape cut out of the square Is it night time? yes
o . no wood is what? triangle no

Q2 Do you know if this is a girl? yes Tell me the shape that is cut no Is it dark outside? yes

. no out of the wood. no yes

Q@3 What is the gender of the male Cut out of the wood is what square Does it appear to be evening? yes
person? male shape? rectangle no

GT female square yes
Avg.CS 0.16/0.16 0.37/0.06 1.00/0.06

Q What color is his jacket? white Where is the food? table How was the food served? plate
o white table baked

Q1 | wantto know what color is his white What is the location of the food? table How did they serve the food? plate
jacket? white table baked

Q2 | would like to know What color white Where is the morsels? table In what way was the food plate

is his jacket? white shelf served? bowl

Q@3 Can | know what color is his white Where is the sustenance? on table What was the food served on? plate

jacket? no nowhere plate

GT white table on plate
Avg.CS 1.00/0.37 1.00/0.16 1.00/0.06

18. 12. 2097
Q How many minutes are 10 What is the date on the photo? ~ unknown What text is on the computer? unknown

depicted on the sign? 2 0 flickr

Q1 The number of minutes 20 The date on the photo is what?  unknown What is that written on the words
depicted on the sign are what? 2 0 computer? facebook

Q2 Can you tell me the amount of no What is the date that can be 2016 What is the writings on the words
minutes on the sign? no seen on the photo? 0 computer? yes

Q3 So what's on the sign? stop The photo has what date onit? 2010 What is written on the words

go 2010 computer? website
GT 30 19.12.2007 icon names
Avg.CS 0.00/0.00 0.00/0.00 0.00/0.00
@ ours @ Baseline

Figure E. Qualitative Examples. Predictions of ConClaT and MMT+CE baseline on several image-question pairs and their corresponding
rephrased questions. Average Consensus Scores (k=1-4) are also shown at the bottom (higher the better).
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Figure F. Visualizing the triplets of samples from VQA dataset with corresponding mined Image and Question Negatives.

Reference Sample

Where is the dog laying?
Where's the dog lay?
Where's the dog lying down?
Where's the dog lying?

outside, street, yes, sidewalk,
ground

What are the men sitting on?

What are these men sitting on?
What are men sitting on?

What were these men sitting
on?

bench

What's in the oven?

What is in the oven?
What is there in the oven?

What is inside the oven?

pot

Image Negative

What is the dog doing?

What's the dog doing?
What is a dog doing?
What's that dog doing?

resting, lying down, laying down,
sleeping

What are the ranks of the
military members?

What are the ranks of military
members?

What are the ranks of the
military?

What is the rank of military
members?

low

What storage is open?

What kind of storage is open?
Which storage is open?

What storage place is open?

oven

Question Negative

The dog's lying on a rug?

Is the dog laying on a rug?
Is the dog lying on a rug?

Is the dog lying on a carpet?

yes

What are men sitting on?

What are the men sitting on?
What are these men sitting on?

What were these men sitting
on?

bed

What is in the oven?

What's in the oven?
What was in the oven?

What is the meaning of the
oven?

turkey
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Figure G. Visualizing the triplets of samples from VQA dataset with corresponding mined Image and Question Negatives.

Reference Sample Image Negative

How high is the plane in the

Are there clouds?
sky?

. ) .
How high is the plane in the air? Are There Clouds?

How high is the plane of the
sky?

Is there clouds?

?
How high is the flying plane? Is there a clouds?

medium, very, high, very high yes

Whatis thg woman taking a What color is the grass?
picture of?
What's the woman taking a
i ?
picture of? What color is grass?
What is the woman taking a s
: . W ) ng What color is this grass?
picture of it?
What's that woman taking a
picture of?

goose, swan, bird green, no grass

Is the catcher wearing safety

What is the name of the teams?
gear?

Is the catcher wearing safety
equipment? What's the name of the teams?

Is the catcher wearing the What's the name of these

safety equipment? teams?
Does the catcher wear safety What is the name of teams?
equipment?
yes cubs

What color does the grass have?

Question Negative

What's the altitude of the plane?

What is the altitude of the
plane?

What is the plane's altitude?

How high is the altitude of the
plane?

unknown, high

Is that woman taking pictures?

Is this woman taking a picture?
Is the woman taking a picture?

Does this woman take a
picture?

yes

Is the athlete wearing safety
gear?

Is the athlete wearing a safety
gear?

Is the athlete wearing safety
equipment?

Does the athlete wear safety
equipment?

no



Image

Original Question

Back Translated Questions

Ground Truth Answers

Image

Original Question

Back Translated Questions

Ground Truth Answers

Image

Original Question

Back Translated Questions

Ground Truth Answers

Figure H. Visualizing the triplets of samples from VQA dataset with corresponding mined Image and Question Negatives.

Reference Sample

Image Negative

Question Negative

What is the elephant doing?

What's the elephant doing?
What's an elephant doing?

What's that elephant doing?

drinking water, drinking

How many elephants are there?

How many elephants is there?

How many elephants do you
have?

How many elephants exist?

3,4

What is the elephant doing?

What's the elephant doing?
What's an elephant doing?

What's that elephant doing?

eating, kissing, playing

What is the equipment in the
background?

What's the equipment in the
background?

What are the equipment in the
background?

What kind of equipment is in the
background?

building, oil, cranes, boats

How many birds?

How many birds are?

How many birds are there?

How much birds?

3,2

What instrument is in the
background?

What instrument in the
background?

Which instrument is in the
background?

What is the instrument in the
background?

piano

What brand are the catcher's
shoes?

What brand is the catcher's
shoes?

What brand are the shoes of the
catcher?

What brand are the catcher
shoes?

puma, black and white, asics,
nike

What game are they playing?

What kind of game are they
playing?

What game do they play?

Which game are they playing?

baseball

What brand are the batter's
shoes?

What are the batter's shoes
brand?

What brand are the shoes of the
batter?

What brand are the batter
shoes?

clear, adidas, nike



