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Content

This supplementary material provides details on our ex-
periment of hyperparameter tuning (Section 1), our de-
tailed experiment on DomainBed benchmark (Section 2),
and more examples of our analysis with Grad-CAM [10]
(Section 3).

1. Hyperparameter Tuning

In Table 1 and 2, we provide the experimental results of
hyperparameter tuning by grid search about scale factor of
feature and logit-level regularization, respectively. To see
the performance variance, we trained each model more than
5 times for each test domain and report the average image
recognition accuracy and its standard deviation.

In Table 3, we provide the experimental results by the
changes of the CDPL’s learning rate. The CDPL is only
trained by Lselfreg, not classification loss. Thus, the same
learning rate with the other parts of the model is may not big
enough to fully optimize the CDPL. We experimented by
increasing the learning rate of the CDPL, and confirmed the
highest performance when the learning rate was 15 times
larger than the existing learning rate. Note that we trained
each model 20 times for each test domain.

2. Detailed DomainBed Experiments

Table 4-9 provide detailed results for each domain of
DomainBed [5]. We report the results of two model se-
lection methods, training-domain validation set method and
test-domain validation set method. Training-domain valida-
tion set method is a classic setup of domain generalization
task. Specifically, (i) split each training domain into train-
ing and validation subsets (ii) pool the validation subsets of
each training domain to create an overall validation set (iii)
choose the model maximizing the accuracy on the overall
validation set [5]. Test-domain validation set is the method
that choose the model maximizing the accuracy on a valida-
tion set that follows the distribution of the test domain [5].

In Table 4-9, SelfReg (ours)† does not include Inter-
domain Curriculum Learning (IDCL) and SelfReg with
stochastic weight averaging (SWA) [7] techniques, and we

provide the performance of our SelfReg with SWA tech-
nique also. Since DomainBed is supposed to be evaluated
every N steps, we needed to modify the codes to apply the
SWA technique. We modified the code to evaluate model on
the test set after completing 5000 steps learning with SWA
technique. Specifically, we performed weight averaging ev-
ery step from 4000 to 5000 steps. As shown in Table 4 of
the main paper, SelfReg with SWA shows the state-of-the-
art performance in DomainBed benchmark.

3. More GradCAM Visualizations
In Figure 1, we provide more examples for different tar-

get domains where we compare the model’s attention maps
using Grad-CAM [10].
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Table 1. Grid search results about λfeature on PACS [8].

λfeature
Test Domain

Average
Photo Art Painting Cartoon Sketch

1.0 95.43 ± 0.5 80.54 ± 1.3 76.02 ± 1.2 73.55 ± 2.1 81.39 ± 0.7

0.5 95.72 ± 0.4 79.50 ± 1.4 76.00 ± 1.0 74.18 ± 2.2 81.35 ± 0.6

0.4 95.57 ± 0.4 79.74 ± 1.4 76.01 ± 1.0 74.81 ± 2.0 81.53 ± 0.8

0.3 95.63 ± 0.4 79.64 ± 1.2 76.41 ± 1.7 74.68 ± 1.7 81.59 ± 0.5
0.2 95.64 ± 0.4 80.08 ± 1.2 75.72 ± 1.2 74.45 ± 2.2 81.47 ± 0.7

0.1 95.52 ± 0.4 80.29 ± 0.9 75.77 ± 1.1 74.36 ± 2.9 81.48 ± 0.7

0.0 (baseline) 95.66 ± 0.4 79.89 ± 1.3 75.61 ± 1.5 73.33 ± 2.8 81.12 ± 0.8

Table 2. Grid search results about λlogit on PACS [8].

λlogit
Test Domain

Average
Photo Art Painting Cartoon Sketch

1.0 96.19 ± 0.3 81.59 ± 1.2 76.98 ± 1.3 75.71 ± 1.3 82.62 ± 0.5
0.9 96.03 ± 0.3 81.66 ± 0.4 77.35 ± 1.0 75.07 ± 1.0 82.53 ± 0.4

0.8 96.13 ± 0.5 82.00 ± 1.5 77.47 ± 0.8 74.18 ± 2.1 82.45 ± 0.6

0.5 96.03 ± 0.7 81.46 ± 0.9 77.24 ± 1.8 75.08 ± 1.5 82.45 ± 0.4

0.1 95.67 ± 0.4 81.09 ± 0.8 77.26 ± 0.6 74.62 ± 1.5 82.16 ± 0.3

0.0 (baseline) 95.66 ± 0.4 79.89 ± 1.3 75.61 ± 1.5 73.33 ± 2.8 81.12 ± 0.8

Table 3. Experimental results about the learning rate of the CDPL on PACS [8]. The learning rates of the other parts are 0.004.

Learning rate
Test Domain

Average
Photo Art Painting Cartoon Sketch

A. 0 (untrained) 96.19 ± 0.2 82.68 ± 0.9 78.53 ± 0.5 77.11 ± 0.9 83.63 ± 0.4

B. 0.004 96.22 ± 0.3 82.34 ± 0.5 78.43 ± 0.7 77.47 ± 0.8 83.62 ± 0.3

C. B×2 96.29 ± 0.2 82.14 ± 0.8 78.84 ± 0.8 77.22 ± 1.1 83.63 ± 0.4

D. B×5 96.04 ± 0.2 82.17 ± 0.8 79.00 ± 0.8 77.62 ± 1.0 83.71 ± 0.4

E. B×10 96.21 ± 0.3 82.51 ± 0.6 78.96 ± 0.6 77.35 ± 0.8 83.76 ± 0.3

F. B×15 96.21 ± 0.3 82.41 ± 0.8 79.12 ± 0.5 77.58 ± 0.7 83.83 ± 0.3
G. B×20 96.16 ± 0.3 82.15 ± 0.7 78.98 ± 0.7 77.43 ± 0.6 83.68 ± 0.3
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Figure 1. Original images with a giraffe for different domains (1st row). We provide visualizations of Grad-CAM [10] for ours and RSC [6],
which localizes class-discriminative regions. Data: PACS [8]

Table 4. Detailed scores on ColoredMNIST [1] in DomainBed [5].

Model selection: training-domain validation set

Algorithm +90% +80% -90% Avg

SelfReg (ours)† 72.2 ± 0.5 73.7 ± 0.2 10.5 ± 0.3 52.1 ± 0.2
SelfReg w/ SWA (ours) 71.3 ± 0.4 73.0 ± 0.3 10.6 ± 0.2 51.6 ± 0.2
ERM [11] 71.7 ± 0.1 72.9 ± 0.2 10.0 ± 0.1 51.5

Model selection: test-domain validation set (oracle)

Algorithm +90% +80% -90% Avg

SelfReg (ours)† 71.3 ± 0.4 73.4 ± 0.2 29.3 ± 2.1 58.0 ± 0.7
SelfReg w/ SWA (ours) 71.7 ± 0.1 72.8 ± 0.2 28.4 ± 1.4 57.7 ± 0.4
ERM [11] 71.8 ± 0.4 72.9 ± 0.1 28.7 ± 0.5 57.8

Table 5. Detailed scores on RotatedMNIST [4] in DomainBed [5].

Model selection: training-domain validation set

Algorithm 0 15 30 45 60 75 Avg

SelfReg w/ SWA (ours) 95.8 ± 0.2 98.8 ± 0.1 98.9 ± 0.1 99.0 ± 0.0 99.0 ± 0.0 96.8 ± 0.1 98.0 ± 0.1
SelfReg (ours)† 95.7 ± 0.3 99.0 ± 0.1 98.9 ± 0.1 99.0 ± 0.1 98.9 ± 0.1 96.6 ± 0.1 98.0 ± 0.2
ERM [11] 95.9 ± 0.1 98.9 ± 0.0 98.8 ± 0.0 98.9 ± 0.0 98.9 ± 0.0 96.4 ± 0.0 98.0

Model selection: test-domain validation set (oracle)

Algorithm 0 15 30 45 60 75 Avg

SelfReg w/ SWA (ours) 96.1 ± 0.3 98.8 ± 0.0 99.0 ± 0.0 98.9 ± 0.1 99.0 ± 0.0 96.2 ± 0.2 98.0 ± 0.0
SelfReg (ours)† 96.0 ± 0.3 98.9 ± 0.1 98.9 ± 0.1 98.9 ± 0.1 98.9 ± 0.1 96.8 ± 0.1 98.1 ± 0.1
ERM [11] 95.3 ± 0.2 98.7 ± 0.1 98.9 ± 0.1 98.7 ± 0.2 98.9 ± 0.0 96.2 ± 0.2 97.8



Table 6. Detailed scores on VLCS [3] in DomainBed [5].

Model selection: training-domain validation set

Algorithm C L S V Avg

SelfReg (ours)† 96.7 ± 0.4 65.2 ± 1.2 73.1 ± 1.3 76.2 ± 0.7 77.8 ± 0.9
SelfReg w/ SWA (ours) 97.4 ± 0.4 63.5 ± 0.3 72.6 ± 0.1 76.7 ± 0.7 77.5 ± 0.0
ERM [11] 97.7 ± 0.4 64.3 ± 0.9 73.4 ± 0.5 74.6 ± 1.3 77.5

Model selection: test-domain validation set (oracle)

Algorithm C L S V Avg

SelfReg (ours)† 97.9 ± 0.4 66.7 ± 0.1 73.5 ± 0.7 74.7 ± 0.7 78.2 ± 0.1
SelfReg w/ SWA (ours) 98.2 ± 0.3 63.9 ± 0.8 72.2 ± 0.1 75.5 ± 0.4 77.5 ± 0.2
ERM [11] 97.6 ± 0.3 67.9 ± 0.7 70.9 ± 0.2 74.0 ± 0.6 77.6

Table 7. Detailed scores on PACS [8] in DomainBed [5].

Model selection: training-domain validation set

Algorithm A C P S Avg

SelfReg w/ SWA (ours) 85.9 ± 0.6 81.9 ± 0.4 96.8 ± 0.1 81.4 ± 0.6 86.5 ± 0.3
SelfReg (ours)† 87.9 ± 1.0 79.4 ± 1.4 96.8 ± 0.7 78.3 ± 1.2 85.6 ± 0.4
ERM [11] 84.7 ± 0.4 80.8 ± 0.6 97.2 ± 0.3 79.3 ± 1.0 85.5

Model selection: test-domain validation set (oracle)

Algorithm A C P S Avg

SelfReg w/ SWA (ours) 87.5 ± 0.1 83.0 ± 0.1 97.6 ± 0.1 82.8 ± 0.2 87.7 ± 0.1
SelfReg (ours)† 87.9 ± 0.5 80.6 ± 1.1 97.1 ± 0.4 81.1 ± 1.3 86.7 ± 0.8
ERM [11] 86.5 ± 1.0 81.3 ± 0.6 96.2 ± 0.3 82.7 ± 1.1 86.7

Table 8. Detailed scores on OfficeHome [12] in DomainBed [5].

Model selection: training-domain validation set

Algorithm A C P R Avg

SelfReg w/ SWA (ours) 64.9 ± 0.8 55.4 ± 0.6 78.4 ± 0.2 78.8 ± 0.1 69.4 ± 0.2
SelfReg (ours)† 63.6 ± 1.4 53.1 ± 1.0 76.9 ± 0.4 78.1 ± 0.4 67.9 ± 0.7
ERM [11] 61.3 ± 0.7 52.4 ± 0.3 75.8 ± 0.1 76.6 ± 0.3 66.5

Model selection: test-domain validation set (oracle)

Algorithm A C P R Avg

SelfReg w/ SWA (ours) 66.1 ± 0.4 56.8 ± 0.3 78.5 ± 0.2 79.9 ± 0.1 70.3 ± 0.1
SelfReg (ours)† 64.2 ± 0.6 53.6 ± 0.7 76.7 ± 0.3 77.9 ± 0.5 68.1 ± 0.3
ERM [11] 61.7 ± 0.7 53.4 ± 0.3 74.1 ± 0.4 76.2 ± 0.6 66.4



Table 9. Detailed scores on TerraIncognita [2] in DomainBed [5].

Model selection: training-domain validation set

Algorithm L100 L38 L43 L46 Avg

SelfReg w/ SWA (ours) 56.8 ± 0.9 44.7 ± 0.6 59.6 ± 0.3 42.9 ± 0.8 51.0 ± 0.4
SelfReg (ours)† 48.8 ± 0.9 41.3 ± 1.8 57.3 ± 0.7 40.6 ± 0.9 47.0 ± 0.3
ERM [11] 49.8 ± 4.4 42.1 ± 1.4 56.9 ± 1.8 35.7 ± 3.9 46.1

Model selection: test-domain validation set (oracle)

Algorithm L100 L38 L43 L46 Avg

SelfReg w/ SWA (ours) 60.6 ± 0.9 47.3 ± 0.4 60.5 ± 0.7 44.6 ± 1.1 53.2 ± 0.3
SelfReg (ours)† 60.0 ± 2.3 48.8 ± 1.0 58.6 ± 0.8 44.0 ± 0.6 52.8 ± 0.9
ERM [11] 59.4 ± 0.9 49.3 ± 0.6 60.1 ± 1.1 43.2 ± 0.5 53.0

Table 10. Detailed scores on DomainNet [9] in DomainBed [5].

Model selection: training-domain validation set

Algorithm Clip Info Paint Quick Real Sketch Avg

SelfReg w/ SWA (ours) 62.4 ± 0.1 22.6 ± 0.1 51.8 ± 0.1 14.3 ± 0.1 62.5 ± 0.2 53.8 ± 0.3 44.6 ± 0.1
SelfReg (ours)† 58.5 ± 0.1 20.7 ± 0.1 47.3 ± 0.3 13.1 ± 0.3 58.2 ± 0.2 51.1 ± 0.3 41.5 ± 0.2
ERM [11] 58.1 ± 0.3 18.8 ± 0.3 46.7 ± 0.3 12.2 ± 0.4 59.6 ± 0.1 49.8 ± 0.4 40.9

Model selection: test-domain validation set (oracle)

Algorithm Clip Info Paint Quick Real Sketch Avg

SelfReg w/ SWA (ours) 62.4 ± 0.1 22.5 ± 0.2 51.7 ± 0.1 14.7 ± 0.2 62.7 ± 0.1 53.7 ± 0.4 44.6 ± 0.1
SelfReg (ours)† 58.5 ± 0.1 20.7 ± 0.1 48.0 ± 0.2 13.2 ± 0.3 58.2 ± 0.2 51.1 ± 0.3 41.6 ± 0.1
ERM [11] 58.6 ± 0.3 19.2 ± 0.2 47.0 ± 0.3 13.2 ± 0.2 59.9 ± 0.3 49.8 ± 0.4 41.3


