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We present more experimental results that could not be
included in the main manuscript due to the lack of space.

A. Implementation details

Architecture details. We use TSN-ResNet and TSM-
ResNet as our backbone (see Table 1) and initialize them
with ImageNet pre-trained weights. We insert a sin-
gle SELFY block right after res3 and use the convolu-
tion method as a default feature extraction method. We
set the spatio-temporal matching region of SELFY block,
(L,U, V), as (5,9,9) or (9,9,9) when using 8 or 16 input
frames, respectively. We stack four 1 x 3 x 3 convolution
layers along (I, u,v) dimension for the feature extraction
method, and use four 3 x 3 convolution layers along (x, y)
dimension for the feature integration. We reduce a spatial
resolution of video feature tensor, V, as 14 x 14 for compu-
tation efficiency before the self-similarity transformation.
After the feature integration, we upsample the integrated
feature tensor, G*, as 28 x28 for the residual connection.

Training. We sample a clip of 8 or 16 frames from each
video by using segment-based sampling [21]. We resize
the sampled clips into 240 x 320 images and apply ran-
dom scaling and horizontal flipping for data augmentation.
When applying the horizontal flipping on SS-V1&V2 [5],
we do not flip clips of which class labels include ‘left’ or
‘right” words; the action labels, e.g., ‘pushing something
from left to right.” We fit the augmented clips into a spa-
tial resolution of 224 x 224. We adopt the SGD optimizer
with a momentum of 0.9. For SS-V1&V2, we set the initial
learning rate to 0.01 and the training epochs to 50; the learn-
ing rate is decayed by 1/10 after 30" and 40" epochs. The
training time of SELFYNet-TSM-R50 using 16 frames on
SS-V1&V2 is about 2~3 days with 8 Titan RTX GPUs. For
Diving-48 [1 1] and FineGym [18], we use a cosine learn-
ing rate schedule [15] with the first 10 epochs for gradual
warm-up [4]. We set the initial learning rate to 0.01 and the
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Layers TSN ResNet-50 ‘ TSM ResNet-50 Output size
convy 1x7x7, 64, stride 1,2,2 Tx112x112
pooly 1x3x%3 max pool, stride 1,2,2 Tx56x56
Ix1x1,256 1><1T><Si\/1256
ressy 1x3x%3,256| x3 ’ x3 Tx56x56
1x1x1,256 1x3x3, 256
’ 1x1x1, 256
IxIxl1, 512 1x1TxS?4512
ress 1x3x3,512| x4 ’ x4 Tx28x28
1x1x1,512 1x3x3, 512
’ 1x1x1,512
IxIx1, 1024 1x1sz1M1024
resy 1x3x%3,1024| x6 ’ X6 Tx14x14
1x1x1, 1024 1x3x3, 1024
’ 1x1x1, 1024
Ix1x1,2048 1x1TxSlM2048
ress 1x3x%3,2048| x3 ’ x3 Tx7x7
Ix1x1. 2048 1x3x3,2048
’ 1x1x1,2048
global average pool, FC # of classes

Table 1: TSN & TSM ResNet-50 backbone.

training epochs to 30 and 40, respectively.

Testing. Given a video, we sample 1 or 2 clips, resize them
into 240 x 320 images, and crop their centers as 224 x 224.
We evaluate an average prediction of the sampled clips. We
report top-1 and top-5 accuracy for SS-V1&V?2 and Diving-
48, and mean-class accuracy for FineGym.

Frame corruption details. We adopt two corruptions, oc-
clusion and motion blur, to test the robustness of SELF-
YNet. We only corrupt a single center-frame for every val-
idation clip of SS-V1; we corrupt the 4" frame amongst 8
input frames. For the occlusion, we cut out a rectangle re-
gion from the center of the frame. For the motion blur, we
adopt ImageNet-C implementation, which is available on-
line'. We set 6 levels of severity for each corruption. We
set the side length of the occluded region as 40px, 80px,
120px, 160px, 200px and 224px from the level 1 to 6. For
the motion blur, we set (radius, sigma) tuple arguments as
(15,5), (10, 8), (15,12), (20,15), (25, 20), and (30, 25).

Ihttps://github.com/hendrycks/robustness



model backbone  #frames FLOPsxclips top-1
STM [7] Res-50 16 67 Gx30 73.7
TSM [12] Res-50 16 65 Gx30 74.7
TEINet [14] Res-50 16 66 G %30 76.2
TEA [10] Res-50 16 70 Gx30 76.1
MSNet-TSM [9] Res-50 16 67 Gx10 76.4
SlowFast 16 x 8+NL [3] 3D Res-101 16+128 234 Gx30 79.8
TimeSformer-L [1] ViT-L [2] 96 2380 Gx3 80.7
SELFYNet-TSM (ours) Res-50 16 77 Gx30 771

Table 2: Performance comparison on Kinetics-400 [S].

B. Performance comparison on Kinetics-400

We also conduct experiments on Kinetics-400 [8], which
is the most popular appearance-centric benchmark. Table 2
summarizes the results on Kinetics-400. The first and sec-
ond compartment of the table shows the results of differ-
ent models with Res-50 using 16 frames and the results
of the state-of-the-art models, respectively. The last row
shows our result. The results demonstrate that SELFYNet
still shows a clear improvement on the appearance-centric
benchmark. SELFYNet obtains the improvement of 2.4%p
at top-1 accuracy over the TSM baseline [12], achieving
the best accuracy among the models with Res-50 using 16
frames. Although the accuracy of SELFYNet is inferior
to that of SlowFast [3] or TimeSformer-L [1], we expect
that SELFYNet can achieve the state-of-the-art when using
larger backbones (3D Res-101, ViT-L) or a bigger input.

In the following, we provide implementation details for
Kinetics-400 experiments. We adopt the dense frame sam-
pling method [22] and sample a clip of 16 frames. For train-
ing, we use a cosine learning rate schedule with the first
10 epochs for warm-up. We set the initial learning rate to
0.01 and total epochs to 65. For testing, we sample 10 uni-
form clips per video and average the softmax scores for the
final prediction. We follow the strategy of non-local net-
works [22] to pre-process the frames and take 3 crops as
input. Other experimental details are the same as those in
the supplementary material A.

C. Additional experiments

We conduct additional experiments to identify the behav-
iors of the proposed method. All experiments are performed
on SS-V1 by using 8 frames. Unless otherwise specified,
we set ImageNet pre-trained TSM ResNet-18 (TSM-R18)
with a single SELFY block of which (L,U,V) = (5,9,9),
as our default SELFYNet.

Spatial matching region. In Table 3a, we compare a sin-
gle SELFY block with different spatial matching regions,
(U, V). As aresult, indeed, the larger spatial matching re-
gion leads the better accuracy. Considering the accuracy-
computation trade-off, we set our spatial matching region,

(U, V), as (9,9) as a default.
Block position. From the 2" to the 6™ row of Table 3b, we
identify the effect of different positions of SELFY block in
the backbone. We resize the spatial resolution of the video
tensor, (X,Y), into 14x 14, and fix the matching region,
(L,U, V), as (5,9,9) for all the cases maintaining the sim-
ilar computational cost. SELFY after the ress shows the
best trade-off by achieving the highest accuracy among the
cases; early-stage features (pool, ,resz) lack enough seman-
tics for robust matching while late-stage ones (resy,ress)
lose appearance details for accurate matching. The last row
in Table 3b shows that the multiple SELFY blocks improve
accuracy compared to the single block.
Fusing STSS features with visual features. We evalu-
ate SELFYNet purely based on STSS features to see how
much the ordinary visual feature V contributes to the fi-
nal prediction. That is, we pass the STSS features, Z =
ReLU(F* x5 W), into the downstream layers without ad-
ditive fusion. Table 3¢ compares the results of using differ-
ent cases of the output tensor (V, Z, and Z+ V) on SS-V1.
Interestingly, SELFYNet using only Z achieves 45.5% at
top-1 accuracy, which is higher as 2.5%p than the baseline.
As we add 'V to Z, we obtain an additional gain of 2.9%p.
It indicates that the STSS features and the visual features
are complementary to each other.
Multi-channel 3 x 3 x 3 kernel for feature extraction. We
investigate the effect of the convolution method for STSS
feature extraction when we use multi-channel 3 x 3 x 3
kernels. For the experiment, we stack four 3 x 3 x 3 convo-
lution layers followed by the feature integration step, which
are the same as in Section 3.2.2 in our main manuscript.
Table 3d summarizes the results. Note that we do not re-
port models of which temporal window L = 1, e.g., {0}
and {1}. As shown in the table, indeed, the long temporal
range gives a higher accuracy. However, the effect of the
3 x 3 x 3 kernel is comparable to that of the 1 x 3 x 3
kernel in Table 4a in our main manuscript. Considering the
accuracy-computation trade-off, we choose to fix the ker-
nel size, L,, x U, x V., as 1 x 3 x 3 for the STSS feature
extraction.
Relation with local self-attention mechanisms. The lo-
cal self-attention [6, 16, 23] and our method have a com-
mon denominator of using the self-similarity tensor but use
it in a very different way and purpose. The local self-
attention mechanism aims to aggregate the local context
features using the self-similarity tensor, and it thus uses the
self-similarity values as attention weights for feature ag-
gregation. However, our method aims to learn a general-
ized motion representation from the local STSS, so the final
STSS representation is directly fed into the neural network
instead of multiplying it to local context features.

For an empirical comparison, we conduct an ablation
experiment as follows. We extend the local self atten-



model UxV FLOPs top-1 top-5 model position top-1  top-5
TSM-R18 - 146G 430 723 TSM-R18 - 430 723
5x5 171G 478 77.1 pool, 457 716

9x9 173G 484 716 ress 472  76.6

SELFYNet 13 x 13 184G 484 778 SELFYNet ress 484 716
17 x 17 198G 486 783 resy 46.6  76.0

ress 428 726

(a) Spatial matching region. Performance comparison with res2.3.4 486 779

different spatial matching-regions, (U x V).

(b) Position. Performance comparison with different posi-
tions of SELFY block. For the last row, 3 SELFY blocks are
used in total.

model features top-1  top-5 model range of [ top-1  top-5
TSM-R18 v 430 723 TSM-R18 - 430 723
Z 455 759 {-1,0,1} 474 770

SELEYNet Z+V 484 77.6 SELFYNet {-2,---,2} 483 772
{-3,---,3} 48.5 774

(c) STSS features with visual features. V,Z denotes the
visual features and STSS features, respectively.

model similarity extraction | top-1  top-5
TSM-R18 - - 43.0 723
embed. G mult. w/V | 438 723

SELFYNet embed. G Conv 47.6 76.8
cosine Conv 47.8 77.1

(e) Performance comparison with the local self-attention
mechanisms [6,16]. We implemented the local self-attention
by following Ramachandran et al. [16].

(d) Multi-channel 3 x 3 x 3 kernel for feature extraction.
Four convolution layers are used for extracting STSS features.
{-} denotes a set of temporal offsets [.

model extraction (L,U,V) | top-1 top-5
TSM-R18 - - 43.0 72.3
KS+CM  (1,9,9) | 461 753

KS+CM  (5,9,9) | 474 768

SELFYNet Conv (1,9,9) | 471 763
Conv (5,9,9) | 484 77.6

(f) Performance comparison with MSNet [9]. KS and CM
denote the kernel soft-argmax and confidence map, respec-
tively.

model

frames FLOPs memory runtime top-1 top-5
TSM-R50[12] 8 331G 82GB 156ms 456 742
TSM-R50[12] 16 663G 157GB 30.1ms 473 77.1
TSM-R50 + NL [22] 8 465G 103GB 24.0ms 49.1 772
TSM-R50 + MHSA [19] 8 50.6G 159GB 263ms 492 779
TSM-R50 + SELFY 8 366G 9.6GB 2l.Ims 525 808

(g) Efficiency. Performance comparison with other attention mechanisms [

,22]. We

insert a single block after ress in TSM-R50. We use 8 clips per GPU and measure the

runtime by following protocols in [9].

Table 3: Additional experiments on SS-V1. Top-1 & 5 accuracy (%) are shown.

tion layer [16] to the temporal dimension and then add the
spatio-temporal local self-attention layer, which is followed
by feature integration layers, after ress. All experimental
details are the same as those in supplementary material A,
except that we reduce the channel dimension C' of appear-
ance feature V to 32. Table 3e summarizes the results on
SS-V1. The spatio-temporal local self-attention layer is
accurate as 43.8% at top-1 accuracy, and both of SELFY
blocks using the embedded Gaussian and the cosine simi-

larity outperform the local self-attention by achieving top-1
accuracy as 47.6% and 47.8%, respectively. These results
are in alignment with the prior work [13], which reveals
that the self-attention mechanism hardly captures motion in
the video.

Comparison with correlation-based methods. We
also investigate the difference between our method and
correlation-based methods [9, 20]. While correlation-based
methods extract motion features only from the spatial cross-



similarity tensor between two adjacent frames, and are thus
limited to short-term motion, our method effectively cap-
tures bi-directional and long-term motion information via
learning with the sufficient volume of STSS. Our method
can also exploit richer information from the self-similarity
values than other methods. MS module [9] only focuses on
the maximal similarity value of the (u, v) dimensions to ex-
tract flow information, and Correlation block [20] uses an
1 x 1 convolution layer for extracting motion features from
the similarity values. In contrast to the two methods, we in-
troduce a generalized motion learning framework using the
self-similarity tensor in Section 3.2 in our main manuscript.
We also conduct experiments to compare our method
with MSNet [9], one of the correlation-based methods. For
an apple-to-apple comparison, we apply kernel soft-argmax
and max pooling operation (KS + CM in [9]) to our fea-
ture extraction method by following their official codes’.
Please note that, when we restrict the temporal offset [ to
{1}, the SELFY block using KS + CM is equivalent to the
MS module of which feature transformation layers are the
standard 2D convolution layers. Table 3f summarizes the
results. KS+CM method achieves 46.1% at top-1 accuracy.
As we enlarge the temporal window L to 5, we obtain the
additional gain as 1.3%p. The learnable convolution layers
improve the top-1 accuracy by 1.0%p in both cases. The
results demonstrate the effectiveness of learning geometric
patterns within the sufficient volume of STSS tensors for
learning motion features.
Efficiency. In Table 3g, we compare the efficiency of
SELFYNet with that of other self-attention methods [19,22]
in terms of FLOPs, memory footprint, runtime, and accu-
racy. Compared to TSM-R50 using 16 frames, SELFYNet
using 8 frames consumes less memory by 6.1 GB and runs
faster by 9.0 ms while improving top-1 accuracy by 5.2 %p.
Compared to the self-attention methods [19,22], SELFYNet
also achieves the best accuracy with less memory footprint
and faster inference speed.

D. Visualizations

In Fig. 1, we visualize some qualitative results of two
different SELFYNet-TSM-R18 ({1} and {-3,---,3}) on
SS-V1. We show the different predictions of the two mod-
els with 8 input frames. We also overlay Grad-CAMs [17]
on the input frames to see whether a larger volume of STSS
benefits to capture long-term interactions in videos. We take
Grad-CAMs of features which is right before a global aver-
age pooling layer. As shown in the figure, the STSS with the
sufficient volume helps to learn the more enriched context
of temporal dynamics in the video; in Fig. 1a, for example,
SELFYNet with the range of ({—3, - -, 3}) focuses on not
only regions on which an action occurs but also focuses on

Zhttps://github.com/arunos728/MotionSqueeze

the white-stain after the action to verify whether the stain is
wiped off or not.
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(v) 1€ {-3,...,3}: Pretending or failing to wipe something off of something

(b)

(%) 1€ {1}: Throwing something in the air and letting it fall

(v) 1€ {-3,...,3}: Throwing something in the air and catching it
©

(x) le{1}: Unfolding something

(v) 1€ {-3,...,3}: Tearing something into two pieces

(d)

Figure 1: Qualitative results of two SELFYNets on SS-V1. Each subfigure visualizes prediction results of the two models
with Grad-CAM-overlaid RGB frames. The correct and wrong predictions are colorized as green and red, respectively.
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