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S.1. Generalization Tests

We compare the generalization capacity of our network
with those of three network-based approaches, DeepHori-
zon [8], Perceptual [2] and GPNet [4]. Specifically, we train
our CTRL-C and other networks with either the Google
Street View (GSV) [1] or SUN360 [9] datasets and then
test them with the other datasets, including HoliCity [10]
dataset, Horizon Lines in the Wild (HLW) [8] dataset, and
Eurasian Cities (ECD) [6] dataset. For the HoliCity [10]
dataset, we evaluate networks trained with the SUN360 [9]
dataset for comparison, since the sampling range of FoV
in the SUN360 [9] dataset covers 90◦, which is the FoV
used in the entire HoliCity [10] dataset. For HLW [8] and
ECD [6] datasets, we only measure the horizon line predic-
tion accuracy since these datasets do not provide GT for the
other camera parameters.

HoliCity [10] dataset. Table S1 shows the comparison re-
sults evaluated on the HoliCity [10] test set. Compared with
the other methods, our CTRL-C provides better accuracy
overall except for pitch. The AUC of the horizon line errors
is improved from 81.72% of the previous SotA to 84.16%
of ours, which has a 2.44% gap. Fig. S1 shows experimental
results on the HoliCity [10] test set, as in Fig. 5 in the paper,
visualizing qualitative evaluations on horizon line predic-
tions. Fig. S2 shows further examples illustrating the inputs
and outputs of our network, as in Fig. 6 in the paper.

HLW [8] dataset. Table S2 shows the comparison results
evaluated on the HLW [8] test set. Our CTRL-C provides
better overall accuracy and less sensitivity to the choice of
the training datasets compared to the other network-based
approaches. For instance, the difference of AUCs with the
different training datasets (GSV [1] and SUN360 [9]) is
5.15% for our CTRL-C while 8.37% for GPNet [4].

ECD [6] dataset. Table S3 shows the comparison results
evaluated on the ECD [6] dataset. Our CTRL-C shows bet-
ter generalization performance than those of the other neu-
ral approaches, in both cases of training with the GSV [1]
and SUN360 [9] datasets.

Table S1. Quantitative evaluation results on the HoliCity [10]
dataset. All the networks are trained with the SUN360 [9] dataset.

Method Up Dir (◦) ↓ Pitch (◦) ↓ Roll (◦) ↓ FoV (◦) ↓ AUC
(%) ↑Mean Med. Mean Med. Mean Med. Mean Med.

DeepHorizon [8] 7.82 3.99 6.10 2.73 3.97 2.67 - - 70.13
Perceptual [2] 7.37 3.29 6.32 2.86 3.10 1.82 5.48 2.80 70.80
GPNet [4] 4.17 1.73 1.46 0.74 3.65 1.36 10.03 4.29 81.72

CTRL-C 2.90 1.99 2.43 1.50 1.36 0.95 2.68 1.56 84.16

Table S2. Horizon line prediction results on the HLW [8] dataset.
Method AUC (%) ↑
Training Sets GSV SUN360

DeepHorizon [8] 45.63 40.63
Perceptual [2] 38.29 46.70
GPNet [4] 48.90 40.53

CTRL-C 44.93 50.08

Table S3. Horizon line prediction results on the ECD dataset [6].
Method AUC (%) ↑
Training Sets GSV SUN360

DeepHorizon [8] 74.26 74.60
Perceptual [2] 67.97 76.53
GPNet [4] 77.61 75.04

CTRL-C 77.66 79.83

S.2. Additional Results

Google Street View [1] dataset. Fig. S3 shows additional
results on the Google Street View [1] test set, as in Fig.
5 in the paper, visualizing qualitative evaluations on hori-
zon line predictions. Fig. S4 shows additional results with
the Google Street View [1] test set, as in Fig. 6 in the paper,
illustrating the inputs and outputs of our network.
SUN360 [9] dataset. Fig. S5 shows additional results on
the SUN360 [9] test set, as in Fig. 5 in the paper, visualizing
qualitative evaluations on horizon line predictions. Fig. S6
shows additional results with the SUN360 [9] test set, as in
Fig. 6 in the paper, illustrating the inputs and outputs of our
network.
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Figure S1. Examples of horizon line prediction on the HoliCity [10] test set.
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Figure S2. More results with HoliCity [10] test set: (a) input image, (b) estimated horizon line (green) and vertical direction along with the
zenith VP (red), (c) detected lines with LSD [7], (d) estimated vertical (red) and horizontal (green) convergence line segments of (c).



Ground Truth Upright [3] A-Contario [5] DeepHorizon [8]
Perceptual [2] GPNet [4] ResNet CTRL-C (Ours)

Figure S3. Examples of horizon line prediction on the Google Street View [1] test set.
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Figure S4. More results with Google Street View [1] test set: (a) input image, (b) estimated horizon line (green) and vertical direction along
with the zenith VP (red), (c) detected lines with LSD [7], (d) estimated vertical (red) and horizontal (green) convergence line segments of
(c).
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Figure S5. Examples of horizon line prediction on the SUN360 [9] test set.
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Figure S6. More results with SUN360 [9] test set: (a) input image, (b) estimated horizon line (green) and vertical direction along with the
zenith VP (red), (c) detected lines with LSD [7], (d) estimated vertical (red) and horizontal (green) convergence line segments of (c).
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