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A. More Discussions on AVQA
Future Practices. We recommend future models to report
performance on both VQA v2 [4, 7] and AVQA. AVQA is
designed to test VQA model robustness under human adver-
sarial attacks. It is complementary to VQA v2 (naturally-
collected questions), rather than a replacement. In addi-
tion, we believe it is beneficial to evaluate on other ro-
bust VQA benchmarks as well. While AVQA encompasses
broader robustness types and image domains with higher
data quality, existing robustness benchmarks [2, 1, 6, 12]
can in addition provide useful analysis tailored to individ-
ual robustness types. An ideal VQA system should perform
well on all VQA benchmarks. Further, we encourage fu-
ture work to apply human-in-the-loop adversarial attack to
their proposed models to identify potential vulnerabilities.
For AVQA, we expect to provide a dynamically evolving
VQA benchmark as models grow more robust, to alleviate
the drawbacks of static benchmarks (e.g., performance sat-
uration and overfitting).

Constraints/Rules For Data Collection. As our goal is to
examine VQA models’ robustness when encountering test
examples in the wild, we do not constrain the questions to
specific types, to avoid unconscious bias from dataset cre-
ators. As a result, we have found that models make more
mistakes on Count/OCR/Relation/Commonsense questions
(Table 7 in the main text).

To obtain high-quality adversarial questions, we enforce
a set of rules to ensure the questions are objective, relevant
to the image, and have exact answers (see detailed instruc-
tions in Figure 13). We also manually filter out questions
with repetitive patterns for each annotator during collection.
Our answer annotation process validates the collected ques-
tions to some extent, which are answerable by human but
not always answerable by model.

Bias in Model Choices. Our current choice of models was
guided by the assumption that newer models are more likely

to be transformer-based with currently-proven most effec-
tive features. We plan to include a broader choice of models
in future collection, as the benchmark evolves.

B. Data Statistics
Type of Questions. Following [4], given the structure of
questions generated in English, we cluster questions into
different types based on the words that start the question.
Figure 1 shows the distribution of questions based on the
first four words of the questions in AVQA. Interestingly, the
variety of question types are quite similar to those in [4],
including “What is”, “How many” and “Is there”. Quantita-
tively, we also categorize the questions into “Y/N”, “Num”,
“OOV” and “Other”. The percentage of questions for differ-
ent categories is shown in Table 1. “OOV” questions refer
to questions that cannot be answered by VQA v2 [7] an-
swer vocabularies. We also include two upper bounds, one
based on VQA v2 answer vocabularies, and the other on
open vocabularies. Moreover, we estimate human perfor-
mance on AVQA by sampling 1 human answer as predic-
tion and use the rest 9 answers as references. We repeat the
process 10 times and average the score. Comparing model
performance reported in the main text, there is still a huge
gap, with about 50 points lower than the upper bounds or
the estimated human performance.

Question Lengths. Figure 2 shows the distribution of
question lengths. We see that most questions range from
four to ten words.

Dataset Properties Across Rounds. Figure 3 shows a his-
togram of the number of tries per verified example across
the three different rounds. We observe a consistent trend
for all three rounds, over 80% of examples are success-
fully collected within 2 tries. Figure 4 shows the time taken
per verified example. As the round progresses, we observe
that more and more examples are collected within 100 sec-
onds (less than 2 minutes). Figure 5 shows the propor-



Round
Question Types Upper Bound Human Performance

Y/N Num OOV? Other dev/test? dev/test† dev/test
R1 13.53% 23.36% 10.03% 50.08% 81.43/79.75 92.03/92.05 74.92/75.14
R2 8.62% 29.91% 14.37% 47.01% 76.26/77.11 93.60/93.43 78.29/78.83
R3 11.24% 35.55% 12.17% 41.04% 79.64/80.91 94.48/94.41 81.61/81.15
AVQA 11.40% 28.90% 11.95% 47.75% 79.27/79.28 93.28/93.21 78.05/78.15

Table 1: Question type distribution on verified examples and upper bound on dev/test set across three rounds. ? is based on VQA v2 [7]
answer vocabularies. † is based on open vocabularies.

Figure 1: Distribution of questions by their first four words. The
arc length is proportional to the number of questions containing
the word. White areas are words with contributions too small to
show.

tion of different types of collected examples across three
rounds. Comparing to R1 and R2, R3 contains more “not
sure” judgements to model answers during question collec-
tion (type B), which indicates that the task is getting harder.
There are a small amount of examples in all three rounds
that there is no agreement among the answers collected
(type D). Examples from B an D are excluded due to low
quality. The rest are split into train/dev/test set (refer to
Figure 5 captions for more information).

Answer Confidence and Inter-human Agreement. Dur-
ing answer collection (see interface in Figure 12), the an-
notators are required to provide both a correct answer to
the question given the image content and a self-judgment
on how confident they feel about the answer. Specifically,
we ask “Do you think you were able to answer the question
correctly?”, and the annotator need to choose from “yes”
(confident with score 1), “maybe” or “no” (not confident

Figure 2: Percentage of questions with different word length
across three rounds. Most questions range from four to ten words.

with score 0). Figure 6 shows the distribution of responses
(black lines). A majority of the answers were labeled as
confident. More than 9 annotators are confident about their
answers on over 60% questions on average.

In addition, we investigate how the self-judgment con-
fidence corresponds to the answer agreement between an-
notators across three rounds of data collection. Color bars
in Figure 6 show the percentage of questions in which (i)
7 or more, (ii) 3-7, or (iii) less than 3 workers agree on
the answers given their average confidence score. Across
all rounds, the agreement between subjects increases with
confidence. We do observe that workers are more confident
about their answers in R2 and R3, comparing to R1.

Answer Distribution. Figure 7 shows the distribution of
answers for several question types. We can see that a num-
ber of question types, such as “Is . . . ”, “Can. . . ”, and
“Does. . . ” are typically answered using “yes” and “no”
as answers. Other questions such as “What is/are. . . ” and
“What kind/type. . . ” have a rich diversity of responses.
Other question types such as “What color. . . ” or “Which.
. . ” have more specialized responses, such as colors, or
“left” and “right”. These observations are similar to those
in VQA v2.



Figure 3: Histogram of the number of tries for each good verified example across three rounds.

Figure 4: Histogram of the time spent per good verified example across three rounds.

C. More Visualizations

We include more visualization examples of collected
data across three rounds in Figure 8. We show adver-
sarial questions from 4 categories: Count, OCR, Reason-
ing and Visual Concept Recognition. Note that questions
may belong to multiple categories. For example, count-
ing question from R3 (“How many natural satellites are
in the sky?”) requires commonsense about “natural satel-
lites”. OCR question from R1 (“What company is on the
back of the referee?”) not only requires commonsense about
“referee” but relational reasoning about “on the back of”.
Reasoning questions include positional/relational reasoning
(e.g., “What is the woman closest to the camera holding in
her hand?”), commonsense reasoning (e.g., “Is the egg yolk
cooked?”) and comparative reasoning (“Who is taller?”).
There are also questions that require recognition of both
low-level visual concepts (e.g., color/shape) and high-level
visual concepts (e.g., action, relation).

We also visualize more examples generated via textual
adversarial attack methods (Sears [11], Textfooler [8] and
Sememe+PSO [14]) in Figure 9. The first two columns
show invalid examples, and the last column includes valid
examples, based on our manual examination. Recall that

our goal is to collect high-quality adversarial questions that
can be used to accurately, thoroughly evaluate and examine
the weakness of VQA models. Automatically generated ad-
versarial questions are often incorrect (requiring additional
human efforts to validate their correctness), and limited to
linguistic variations to existing questions, thereby they are
unlikely to provide a comprehensive analysis.

D. More Results
Recall that questions in R3 are collected on images from

various domains, including web images from Conceptual
Captions [13] (CC, used in R1 and R2), user-generated
images from Fakeddit [10] and movie video frames from
VCR [15]. Hence, we can study how model performance
can be transferable across different domains. We create a
new split of R3 (R3?) according to the image source, with
CC images for training and Fakeddit/VCR images for eval-
uation. Table 2 summarizes UNITER-B performance un-
der different training settings. Despite the domain differ-
ences in images, the performance on Fakeddit and VCR
split improves as we include more training data from CC
images. Comparing the new split R3? with the original split
R3, training on more in-domain examples on CC images
does help to improve model performance on R1 and R2.



Figure 5: Proportion across three rounds. A=Examples that model got right (“Definitely Correct”) during question collection, B=Examples
that model neither got right nor wrong (“Not Sure”) during question collection. C, D and E are examples that model got wrong (“Definitely
Wrong”) during question collection and sent to 9 annotators for verification during answer collection. Specifically, C=Examples that more
than 3 verifiers overruled the question author’s decision of “Definitely Wrong” and agree with the model’s answer. D=Examples for which
there is no agreement among verifiers, E=Examples where at least two verifiers agree with each other during answer collection. We split E
by images into training, dev, and test sets. Examples on training images in A and C are added to the training set, the rest are discarded. B
and D are excluded due to low quality.

Figure 6: Number of questions per average confidence score across three rounds (black lines, 0 = not confident, 1 = confident). Percentage
of questions where 7 or more answers are same, 3-7 are same, less than 3 are same across three rounds (color bars).

Training Data R1 R2 R3 Fakeddit [10] VCR [15]
VQA v2+VGQA 20.60 17.86 20.71 19.59 23.34
+R1 26.03 17.30 20.56 20.27 23.84
+R2 26.60 23.21 19.26 17.85 22.05
+R3? 27.02 23.78 - 22.56 27.43
ALL 26.85 23.38 24.48 - -

Table 2: Domain transfer evaluation on UNITER-B. ? indicates
that we only use examples collected on CC [13] images for train-
ing. ALL refers to VQA v2+VGQA+R1+R2+R3.

We also observe that model performance on VCR is signifi-
cantly higher than those on the original R3 dev and Fakeddit
splits across all training settings. Images from VCR are of-
ten human-centric, which may be “easier” than complex or
abstract scenes depicted in CC/Fakeddit images.

In addition, we include detailed results from BUTD [3],
ClipBERT [9], VILLA-B and VILLA-L [5] in Table 3.

These results are consistent with observations we summa-
rized in Section 4 of the main text.

E. Data Collection Interface
Examples of the user interface are shown in Figures 10,

11 and 12. We also include full instructions and examples
shown to the annotators in Figures 13 and 14.
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Figure 11: Example of model feedback shown to the annotators. After reviewing the model response, the annotator need to judge the
correctness of the model answer (“Definitely Correct”, “Not Sure”, or “Definitely Wrong”). If the model answer is definitely wrong, the
annotator is prompted to enter a correct answer.
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Figure 12: UI for answer collection. Given an image and a question, an annotator is asked to write a concise answer to the question, and
choose a confidence level for the answer (“Yes”, “No”, or “Maybe”).



Figure 13: Full instructions for question collection.



Figure 14: Examples provided to annotators for question collection.


