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1. Visualization of Contextual Attention

In Fig. 1 and 2, we demonstrate the effectiveness of con-
texts, while we show the attention maps (i.e. correlation)
of the local, medium, and large contexts with regards to the
local patch. As shown, the contexts of various scales guide
the model to focus on different parts of the local patch. Ac-
cordingly, our model can estimate the corresponding weight
maps for feature fusion, which appears to be consistent with
the attention maps.

*Wenxi Liu and Yuanlong Yu are the corresponding authors.
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Figure 1. Illustration of an example with and without using con-
texts, as well as their contextual attention maps that imply the cor-
relation between contexts and local patch and the corresponding
estimated weight maps.

2. Comparison with State-of-the-arts

We showcase more comparison results from DeepGlobe
and Inria Aerial, against the state-of-the-arts methods,
GLNet [1], CascadePSP [2], and FCN-8s [3], in Figs. 3,
4, and 5. As observed, our approach outperforms the com-
peting methods in extracting semantic regions of various
scales, especially those small and irregular regions.

3. Qualitative Results of Ablation Studies

We demonstrate the results with and without contexts in
Fig. 6. Besides, we illustrate the comparison results with
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Figure 2. Illustration of an example with and without using con-
texts, as well as their contextual attention maps that imply the cor-
relation between contexts and local patch and the corresponding
estimated weight maps.



Input Image Ground-truth Ours GLNet [1] CascadePSP [2] FCN-8s [3]
Figure 3. We illustrate several examples of semantic segmentation in ultra-high resolution images, comparing with the state-of-the-arts.
In the figures, the semantic masks with varied colors represent different semantic regions. Particularly, cyan represents “urban”, yellow
represents “agriculture”, purple represents “rangeland”, green represents “forest”, blue represents “water”, and white represents “barren”.

and without our fusion scheme in Fig. 7. As observed, the
proposed schemes indeed improve the model performance.
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Input Image Ground-truth Ours GLNet [1] CascadePSP [2] FCN-8s [3]
Figure 4. We illustrate several examples of semantic segmentation in ultra-high resolution images, comparing with the state-of-the-arts.
In the figures, the semantic masks with varied colors represent different semantic regions. Particularly, cyan represents “urban”, yellow
represents “agriculture”, purple represents “rangeland”, green represents “forest”, blue represents “water”, and white represents “barren”.
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Figure 5. In the figures, the regions with color black represent background and the white regions represent the extracted buildings. Besides,
the regions with color red represent False Negative and the blue ones represent False Positive.



Input Image Ground-truth w/ Contexts w/o Contexts
Figure 6. Examples show the efficacy of contexts. On the last three
rows, the white regions represent True Positive, the black regions
represent True Negative, while the red regions refer to False Neg-
ative and the blue ones refer to False Positive.

Input Image Ground-truth w/ Fusion w/o Fusion
Figure 7. Examples show the efficacy of our adaptive fusion. On
the last three rows, the white regions represent True Positive, the
black regions represent True Negative, while the red regions refer
to False Negative and the blue ones refer to False Positive.


