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Evaluation and metrics

Our evaluation ranks all methods according to the average precision for each class. We report the mean average precision AP at overlap 0.25 (AP 25%), overlap 0.5 (AP 50%), and
over overlaps in the range [0.5:0.95:0.05] (AP). Note that multiple predictions of the same ground truth instance are penalized as false positives.

This table lists the benchmark results for the 3D semantic instance scenario

Metric: AP ~
. . . . . N shower .
Method Info avg ap bathtub bed bookshelf cabinet chair counter curtain desk door otherfurniture picture refrigerator rtai si
curtain
SS5TNet 05061 07384 05492 04971 03164 06932 01782 0377 0.1985 03302 04632 0.5761 0.5151 08572 049
13
OccuSeg+instance 04862 08022 0.5364 04285 03691 0.7021 0.2051 0.231 0.3011 0.3791 0.4741 03272 04375 08621 048
17
HAIS 04573 07046 0.5611 04573 03642 06733 00467 05476 01946 03083 04263 02884 04544 07115 026
Mask-Group 04344 07783 05165 04712 03303 06584 00299% 05267 02493 02565 04004 03093 038410 0296 0.36
2
RPGN 04285 0630 0.5086 0.3677 02496 06585 0.016 0.6731 0131 02347 0.3835 02705 04346 07484 027
13 15 10
PointGroup 0.407 6 0639 04967 04156 02438 06459 0.021 05704 0114 021 03596 02178 04287 06607 025
12 14 1 12

Li Jiang, Hengshuang Zhao, Shaoshuai Shi, Shu Liu, Chi-Wing Fu, Jiaya Jia: PointGroup: Dual-Set Point Grouping for 3D Instance Segmentation. CVPR 2020 [oral]

CSC-Pretrained 04057 07384 0465 033110 0205 06556 00515 06012 0092 0211 03298 01989 04593 07753 01
1 1 14 13
PE 0.396 8 0667 0467 04464 02437 0624 0022 05773 0106 02198 03407 02386 04872 0475 022
10 10 10 13 12 14

Biao Zhang, Peter Wonka: Peint Cloud Instance Segmentation using Probabilistic Embeddings. CVPR 2021

Figure 1: The snapshot from ScanNet (V2) benchmark on March 18th 2021. Our SSTNet ranks top on the mAP leaderboard.

1. Network Specifics

In this section, we present architectural specifics of our
proposed Semantic Superpoint Tree Network (SSTNet).

1.1. Backbone and Learning Branches

Fig.2-(a) illustrates the architecture of our backbone,
where we employ a U-Net [4] style network with a depth
of 5. Fig.2-(b) illustrates the branch specifics of semantic
scoring and offset prediction.

1.2. The Classifier for Tree Traversal and Splitting

Fig. 3 presents the multi-layer perceptron (MLP) of the
binary classifier ¢ that is used for generation of object pro-
posals, where we also show how the classifier is used when
traversing the tree.

1.3. CliqueNet

An illustration on how a tree branch can be converted as
a graph clique and the thus constructed CliqueNet.
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Figure 2: Module specifics of the backbone, semantic scoring, and offset prediction used in SSTNet. N is the number of
input points, and numbers in each block denote those of output channels.
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Figure 3: An illustration on the node-splitting classifier ¢ and how it is used when traversing the semantic superpoint tree.

Fig. 4 illustrates how a tree branch can be converted as
a graph clique and also the construction of CliqueNet ).
Given an input feature FI, the ith layer of the CliqueNet
(i.e., the i*" CliqueLayer) performs the following computa-
tion

coocowm
SRR

reLU(D; *AcD; P FIW)), (1)

@ where the adjacency matrix Ac is shown in Fig. 4-(a),
® Ac = Ac + I, and Dc is the diagonal degree matrix of
Ac. CliqueNet specifics are given in Fig. 4-(b).

Figure 4: An illustration on how a tree branch can be con-

verted as a graph clique and the thus constructed CliqueNet.
Cy denotes the number of output channels in each Clique-
Layer (CL).

2. Traing of the Proposal Evaluation Module

We follow [3] and use a ScoreNet (denoted as w) to
evalaute the proposals refined by CliqueNet. For such a
proposal B, , we get the corresponding point-wise features

Fy- = (f1,.. .,fN;] € R™Ne | and use the following
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Figure 5: Visualization of the semantic and instance segmentation results on the validation set of ScanNet v2 (top) and S3DIS

(bottom).

loss to train the ScoreNet

1 T~ *
Levalua(ion = 5 Z BCE(W(FB* )7 Ut )7 (2)
Rl f

where the value v; of supervision used in binary cross-
entropy loss (BCE) is determined by the Intersection over
Union (IoU) between the proposal B, and its best matched
ground-truth instance; we denote the IoU value as IoUB;.
Given IoU By vy is determined as

0 it ToUg- < 0;
vy =2 1 if ToUg- > 0, 3)
g, (IoUg— — 1) otherwise

where we set the hyperparameters §; = 0.25 and 6;, = 0.75.

3. Results Comparison Visualization

In this section, we show more comprehensive compar-
isons with 3D-MPA[2], SSEN[5] and PointGroup[3] on
ScanNet(V2)[!]. As shown in Fig. 5, our results can better
maintain the boundaries and the integrity of the segmenta-
tion results.
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