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Methods [Time (5) [ 320 x 320] 512 x 512
DIM [8] 0265 || 40664 | 5666.5
IndexNet 4] 0.167 || 35945 | 4372.6
CAM [2] 15.120 - -
GCA [3] 0578 || 35358 | 40433
TIMI-Net (Ours) | 0.624 || 3697.3 | 44313

Table 1: Runtime analysis and GPU memory (MB) com-
parison of different methods. - denotes the results could be
fairly obtained due to the intrinsic mechanism in Tensor-
flow. 320 and 512 are specified resolution.

1. Overview

In this supplementary material, we first analyse and
compare the runtime and GPU memory in Tab. Then,
we briefly introduce the online matting platform we have
designed. Furthermore, we show some examples of our
Human-2K dataset in Fig.[I] Finally, we present more com-
parisons to the SOTA approaches on Composition-1K [8]],
Distinctions-646 [5], Our Human-2K and Real-World im-

ages in Fig.2] Bl [5and[6]
2. Runtime and Memory Statistics

We implement all the tests on a NVIDIA Tesla V100
GPU. As shown in Tab. [T} we calculate the total time in
the Composition-1K [8] test set, and then divide it by the
total number (/000) to obtain the average time. We aban-
doned the process of metric calculation and results saving,
and the batch-size was set to 1 for all methods in all exper-
iments. As for GPU memory calculation, we employ the
method provided by thif] Derived from the light-weight
model (e.g. SegNet [LL], MobileNet v2 [[7]), DIM [8] and In-
dexNet [4] can do the inference in a fast speed. Compared
to GCA [3] with an single U-Net [6] structure, our RGB-
Unit and Trimap-Unit inevitably increase the parameters
and computational burden, leading to a fraction of slower

“https://github.com/Oldpan/Pytorch-Memory-Utils

speed and larger GPU memory. This may hinder the imple-
mentation and application of our approach to some speed-
sensitive tasks.

3. Online Matting Platform

We provide an online matting platform for users, the
project page: https://wukaoliu.github.io/TIMI-Net. There
are two options available. (i) We ask the users to upload
an image and the corresponding trimap to predict an alpha
matte. (ii) We develop and assemble a build-in trimap pre-
diction into the image matting model. It only requires an
image to do the inference, which largely facilitate novice
users to use. For a fair comparison, all the model deployed
on this platform are trained on the Composition-1K [§]
dataset.
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Figure 1: Examples of our Human-2K images and alpha mattes. Please zoom in to see the fine details.



Image Trimap DIM [8] IndexNet [4] GCA [3] TIMI-Net (Ours) GT

Figure 2: Additional visual comparison of the Composition-1K [8]] test set. The results of DIM [8] and IndexNet [4] are
obtained based on the released model by IndexNet [4]. We also load the released model by GCA’s author for GCA [3].
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Figure 3: Additional visual comparison of the Distinctions-646 [3]] test set. We retrained the models of DIM [8]], IndexNet [4]]
and GCA [3]] by their officially released code.
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Figure 4: Additional visual comparison of our Human-2K test set. We retrained the models of DIM [8]], IndexNet [4]] and
GCA [3] by their officially released code.
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Figure 5: Additional visual comparison of Real-World images. For a fair comparison, all the results are obtained from
their model trained on Composition-1K [8] dataset. As for DIM [8] and IndexNet [4]], the results are obtained based on the
officially released model by IndexNet [4]. We also load the released model by the GCA’s authors for GCA [3].
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Figure 6: Additional visual comparison of Real-World images. For a fair comparison, all the results are obtained from
their model trained on Composition-1K [8] dataset. As for DIM [8] and IndexNet [4]], the results are obtained based on the
officially released model by IndexNet [4]. We also load the released model by the GCA’s authors for GCA [3].



