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1. Feature extraction
1.1. Network architecture

The inputs of the feature extraction module in layer
l + 1 are the keypoints Xl ∈ RMl×3, descriptors Dl ∈
RMl×CD

l , saliency uncertainties Σl ∈ RMl and features
Fl ∈ RMl×CF

l in last layer l. For the first layer, the input
keypoints are the original point cloud, the saliency uncer-
tainties are initialized to 1 and the features and descriptors
are initialized to None. We start by adopting a Weighted
Farthest Point Sampling (WFPS) [4] to sample a set of can-
didate keypoints X̂l+1 = {x̂1, · · · , x̂Ml+1

} ∈ RMl+1×3.
Given the saliency uncertainties Σl = {σ1, · · · , σMl

}, the
weight of each point can be calculated as

wi = Ml
1/σi∑Ml

j=1 1/σj
(1)

Compared to standard Farthest Point Sampling (FPS)
[3], WFPS incorporates the weights of points into the sam-
pling process, thus the algorithm can concentrate more on
the points with larger weights and reject unreliable points.
The detailed description of WFPS can be seen in [4].

Detector network: After performing WFPS, we obtain
a set of candidate keypoints. We use kNN search to gen-
erate clusters centered on the candidate keypoints and each
cluster consists of K neighboring points. The features of
a cluster consist of the relative distances and coordinates
of the neighboring points to the center point and also the
features of neighboring points. The cluster features are in-
putted into a 3-layer Shared-MLP to generate a feature map
F̃ ∈ RMl+1×K×CF

l+1 . After that, a max-pool layer and a
Softmax function are followed to predict attentive weights
for the neighboring points. The generated keypoints Xl+1

can be represented as the weighted sum of neighboring
points. Besides, we also produce an attentive feature map F̂
by weighting the feature map F̃ using the predicted atten-
tive weights. The features Fl+1 ∈ RMl+1×CF

l+1 of the gen-
erated keypoints can be represented as the summation of the

attentive feature map of neighboring points in clusters. We
further input Fl+1 into a 3-layer MLP with a Softplus func-
tion to predict the saliency uncertainties Σl+1 ∈ RMl+1 .

Descriptor network: The features of clusters are in-
putted into another 3-layer Shared-MLP with a max-pool
layer to generate global features, which are duplicated and
concatenated with the attentive feature map F̂ from the de-
tector network and also individual features of neighboring
points. The concatenated feature map is further passed into
a 2-layer Shared-MLP with a max-pool layer to generate the
final descriptors Dl+1 ∈ RMl+1×CD

l+1 of the keypoints.

1.2. Loss functions and training details

The training of the proposed method can be divided into
3 stages. We first train the detector network of the feature
extraction module using the probabilistic chamfer loss in
USIP [1], which aims to minimize the distances between
the keypoints in source and target point clouds and mean-
while optimize saliency uncertainties. Then, We utilize the
matching loss in RSKDD-Net [2] to train the descriptor net-
work based on the pre-trained detector network, which re-
quires only the relative transformation between two point
clouds. Finally, the HRegNet can be trained based on the
pre-trained feature extraction module and the weights of the
detector network is fixed during this training for stability.

1.3. Details

The detailed network structure of the feature extraction
module is shown in Table 1. M denotes the number of key-
points and K is the number of searched neighboring points
in a cluster in the given layer. The first row in Detector
Convs represents the channel numbers of the first Shared-
MLP in the detector network and the second row is the
channel numbers of the second MLP. Similarly, Descrip-
tor Convs also denotes the channel numbers of two Shared-
MLPs in the descriptor network.



Figure 1. Qualitative results on KITTI dataset. Left: Two point clouds to be aligned; Middle: The green lines represent the correspondences
of keypoints; Right: Two aligned point clouds.

Figure 2. Qualitative results on NuScenes dataset. Left: Two point clouds to be aligned; Middle: The green lines represent the correspon-
dences of keypoints; Right: Two aligned point clouds.



Table 1. Detailed structure of the feature extraction module.
Layer M K Detector Convs Descriptor Convs

1 1024 64
[32,32,64] [32,32,64]
[64,64,1] [32,64]

2 512 32
[64,64,128] [64,64,128]
[128,128,1] [64,128]

3 256 16
[128,128,256] [128,128,256]

[256,256,1] [128,256]

Table 2. Detailed structure of the proposed HRegNet.

Layer K Convs1 Convs2 Neighbor Convs

1 8 [128,128,128] [128,128,1] /
2 8 [256,256,256] [256,256,1] /
3 8 [512,512,512] [512,512,1] [256,256,256]

2. Details of HRegNet
The detailed network architecture of the proposed HReg-

Net is shown in Table 2. K is the number of candidate
keypoints. Convs1 and Convs2 represent the channel num-
bers of two Shared-MLPs in the correspondence network,
respectively. Neighbor Convs denotes the channel numbers
of Shared-MLP in the neighbor encoding module.

Qualitative results: We provide several qualitative re-
sults on KITTI dataset and NuScenes dataset in Fig. 1 and
Fig. 2. The left column displays two point clouds to be
aligned, the middle column displays the predicted corre-
sponding keypoints in coarse registration and the right col-
umn shows the aligned two point clouds based on the es-
timated transformation. According to the results, the pro-
posed HRegNet can precisely predict relative transforma-
tion between two point clouds.
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