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Appendix
We describe additional experimental results to comple-

ment the main paper (§A). The implementation details are
in §B. Finally, we provide the detailed evaluation protocols
(§C).

A. Additional experimental results
A.1. More visual examples

We show more generated glyphs in Figure A.2. MX-Font
correctly synthesizes the strokes, dot, thickness and size of
the ground truth glyphs. In the cross-lingual FFG, MX-Font
can produce promising results in that they are all readable.
Meanwhile, all other competitors provide inconsistent re-
sults, which are often impossible to understand. These re-
sults show a similar conclusion as our main paper.

A.2. Impact of the number of experts

In Table A.1, we report the performances by varying the
number of experts, k. We observe that larger k brings bet-
ter performances until k = 6, but larger k, e.g., 8, shows
slightly worse performance than k = 6. We presume that
this is because there are no sufficient data having more than
or equal to eight components for training all the eight ex-
perts to capture different concepts. Figure A.1 illustrates the
frequency of the number of components. From this graph,
we find that the most characters have less than 8 compo-
nents in our Chinese dataset. Moreover, larger k means the
number of parameters are increased, resulting in more train-
ing and inference runtime. Hence, in the paper, we choose
k = 6 for all experiments.

B. Implementation details
B.1. Network architecture

Each localized expert Ei has 11 layers including convo-
lution, residual, global-context [3], and convolutional block
attention (CBAM) [18] blocks. The multiple localized ex-
perts share the weights of their first five blocks. The two
feature classifiers Clss and Clsu have the same structure;
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Figure A.1. The distribution of number of components. The left
shows the percentage of characters with different number of com-
ponents and the right shows the cumulative summation of the left.

k Acc (S) ↑ Acc (C) ↑ Acc (B) ↑ LPIPS ↓

1 72.2 98.7 71.4 0.133
2 79.0 99.3 78.5 0.128
4 78.3 99.5 78.0 0.125
6 78.9 99.5 78.7 0.120
8 75.5 99.5 75.2 0.123

Table A.1. Impact of the number of experts k. The models with
different number of heads are compared on in-domain Chinese
transfer benchmark. We used k = 6 for all experiments.

a linear block following two residual blocks. The weights
of the first two residual blocks are shared. The generator G
consists of convolution and residual blocks. Please refer our
code for the detailed architecture.

B.2. Component allocation problem to weighted bi-
partite B-matching problem

Given a bipartite graph G = (V,E), where V is a set
of vertices, E is a set of edges and W is the weight val-
ues for each edge e ∈ E, the weighted bipartite B-matching
(WBM) problem [13] aims to find subgraph H = (V,E′)
maximizing

∑
e∈E W (e) with every vertex v ∈ V adjacent

to at most the given budget, B(v), edges. WBM problem
can be solved by the Hungarian algorithm [14], a typical
algorithm to solve combinatorial optimization in a poly-
nomial time, in O(|V ||E|) = O(|V |3). For curious read-
ers, we refer recent papers solving variants of WBM prob-
lems [5, 1].
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Figure A.2. Generation samples. We provide more generated glyphs with four reference glyphs.


