Vision Transformers for Dense Prediction — Supplemental Material

1. Architecture details

We provide additional technical details in this section.

Hybrid encoder. The hybrid encoder is based on a pre-
activation ResNet50 with group norm and weight standard-
ization [3]]. It defines four stages after the initial stem, each
of which downsamples the representation before applying
multiple ResNet blocks. We refer by RN to the output of
the N-th stage. DPT-Hybrid thus taps skip connections af-
ter the first (R0) and second stage (R1).

Residual convolutional units. Figure [AT] (a) shows a
schematic overview of the residual convolutional units [4]
that are used in the decoder. Batch normalization is used for
semantic segmentation but is disabled for monocular depth
estimation. When using batch normalization, we disable bi-
ases in the preceding convolutional layer.

Monocular depth estimation head. The output head for
monocular depth estimation is shown in Figure[AT|(b). The
initial convolution halves the feature dimensions, while the
second convolution has an output dimension of 32. The fi-
nal linear layer projects this representation to a non-negative
scalar that represent the inverse depth prediction for every
pixel. Bilinear interpolation is used to upsample the repre-
sentation.

Semantic segmentation head. The output head for seman-
tic segmentation is shown in Figure (c). the first con-
volutional block preserves the feature dimension, while the
final linear layer projects the representation to the number
of output classes. Dropout is used with a rate of 0.1. We
use bilinear interpolation for the final upsampling opera-
tion. The prediction thus represents the per-pixel logits of
the classes.

2. Additional results

We provide additional qualitative and quantitative results
in this section.

Monocular depth estimation. We notice that the biggest
gains in performance for zero-shot transfer were achieved
for datasets that feature dense, high-resolution evalua-
tions [1, 2L I5]. This could be explained by more fine-
grained predictions. Visual inspection of sample results
(see Figure from these datasets confirms this intuition.
We observe more details and also better global depth ar-
rangement in DPT predictions when compared to the fully-
convolutional baseline. Note that results for DPT and Mi-
DaS are computed at the same input resolution (384 pixels).

Train. set DIW ETH3D Sintel KITTI NYU TUM

DPT-Large MIX 5 10.88  0.107 0309 1026 10.66 14.31
DPT-Hybrid  MIX 5 1126  0.104 0.295 17.74 1143 15.08
MiDaS MIX 5 1246  0.129 0327 2390 955 24.29

Table Al. Additional results on monocular depth estimation.

Additional quantitative results for general-purpose
monocular depth prediction when training on the smaller
MIX 5 dataset are shown in Table[ATl

Semantic segmentation. We show per-class IoU scores for
the ADE20K validation set in Figure While we ob-
serve a general trend of an improvement in per-class IoU in
comparison to the baseline [6], we do not observe a strong
pattern across classes.

Attention maps. We show attention maps from different
encoder layers in Figures and In both cases, we
show results from the monocular depth estimation models.
We visualize the attention of two reference tokens (upper
left corner and lower right corner, respectively) to all other
tokens in the image across various layers in the encoder. We
show the average attention over all 12 attention heads.

We observe the tendency that attention is spatially more
localized close to the reference token in shallow layers (left-
most columns), whereas deeper layers (rightmost columns)
frequently attend across the whole image.
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(c) Semantic segmentation head
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(b) Monocular depth estimation head
Figure A1l. Schematics of different architecture blocks.
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(a) Residual Convolutional Unit [4]
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Figure A2. Per class IoU on ADE20K.
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Figure A3. Additional comparisons for monocular depth estimation.
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Figure A4. Sample attention maps of the DPT-Large monocular depth prediction network.
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Figure A5. Sample attention maps of the DPT-Hybrid monocular depth prediction network.
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