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1. Dataset

We perform extensive experiments on three challenging
datasets, namely, NTU-60, NTU-120 and SHREC.

NTU-60: NTU-60 [3] is the most widely used in-door-
captured dataset for skeleton-based action recognition. It
contains 56,578 action clips in 60 action classes. The
clips are performed by 40 volunteers and is captured by 3
KinectV2 cameras with different views. This dataset pro-
vides 25 joints for each subject in the skeleton sequences.
It recommends two benchmarks: cross-subject (CS) and
cross-view (CV), where the subjects and cameras used in
the training/test splits are different, respectively.

NTU-120: NTU-120 [2] is larger and more challenging
compared with NTU-60. It contains 113,945 action clips in
120 action classes. The clips are performed by 106 volun-
teers in 32 camera setups. It recommends two benchmarks:
cross-subject (CS) and cross-setup (CE). Cross-subject is
the same with NTU-60. Cross-setup means using samples
with odd setup IDs for training and others for testing.

SHREC: SHREC [1] is a widely used dataset for
skeleton-based human hand gesture recognition. We use
it to show the generalizability of the proposed method for
different types of skeleton data. It contains 2800 gesture se-
quences performed 1 and 10 times by 28 participants in two
ways: using one finger and the whole hand. This dataset
provides 22 joints for hands in the skeleton sequences. It
splits the sequences into 1960 train sequences and 840 test
sequences. The length of sample gestures ranges from 20 to
50 frames. It has two benchmarks: recognizing 14 rough
gesture categories (14G) and recognizing 28 fine-grained
gesture categories (28G).

2. Implement Details

We provide three (L = 3) kinds of joint sets for policy
network. The number of joints in these sets are {1, 9, 25}
for NTU-60/120 and {1, 11, 22} for SHREC. Fig. 1 shows
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the initial stage of the three kinds of joint sets for NTU-
60/120 and SHREC.
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(b) SHREC
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Figure 1. Illustration of the three kinds of joint sets for NTU-
60/120 (a) and SHREC (b).

We also design two (K = 2) kinds of models (SM0 and
SM1) with different sizes. The spatial module (SM) of the
SGN [4] occupies most of the computations. It consists
of three graph convolutional layers, where the input/output
channels are 128/128, 128/256 and 256/256. We denote
the original SM as SM0. To provide a choice that has less
GFLOPs, we propose the SM1, which consists of only one
graph convolutional layer. The input/output channels of the
graph convolutional layer are set to 128/256 to keep consis-
tent with other layers.



For policy network, we use a single temporal convolu-
tional layer with the kernel size set to 3. We also tried using
LSTM and Self-Attention module for policy network, but
the temporal convolutional layer shows better performance.
Other details of the network architecture are the same with
the original SGN.

When training, we first pretrain the single models with
different number of joints. The training scheme is the same
with the original SGN, except for that we freeze the trans-
form matrix in the beginning 30 epochs. In detail, the initial
learning rate is 0.001, and is divided by 10 at the 60th, 90th
and 110th epochs. Training is finished at the 120th epochs.
Adam optimizer is used with β = [0.9, 0.999]. Batch size is
64. Label smoothing is used with smooth rate 0.1. Weight
decay is 0.0001. For data preprocessing, 20 frames are sam-
pled for each action, which is randomly sampled for training
and uniformly sampled for test.

3. GFLOPs v.s. Accuracy.
We plot the accuracy-efficiency trade-off curves for

NTU-120 and SHREC on Figure 2 and Figure 3, respec-
tively. They show consistent results with the curve of NTU-
60 as shown in the main paper.
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Figure 2. GFLOPs v.s. accuracy for AdaSGN on NTU-120 dataset.
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Figure 3. GFLOPs v.s. accuracy for AdaSGN on SHREC dataset.

4. Qualitative Results
Figure 4 shows more qualitative examples from NTU-

120 (a, b) and SHREC (c, d). For action “selfie”, the action
mainly take places from frame 5 to frame 15. So the policy
network uses all joints (25-joint) in these frames and ignore
other frames (1-joint). For action “sitting down”, the be-
ginning frames are ignored. During the 5-20 frames, the

policy network uses a part of the joints (9-joint). For ges-
ture “grab”, grabbing mainly takes places in frames from 10
to 15. The model costs more computations on these frames.
For “swipe right” gesture, it is related to the trajectory of
the hand. So the model transform the hand skeleton into a
single point to model the global motion of the hand.
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Figure 4. More qualitative examples from NTU-120 (a, b) and SHREC (c, d). Each sample has 20 frames and we show 5 of them evenly.
Non-informative skeletons are transformed into less points based on the sample classes where other informative skeletons are kept with the
original point numbers.


