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1. Network Architecture Details

In this section, we explain the detail network architectures of the teacher, the teacher assistants, and the student models
used in our experiments such as Plain CNN [2], ResNet [1], WRN [4] and VGG [3] using CIFAR-10, CIFAR-100 and
ImageNet datasets.

1.1. Plain CNN model configurations

We used the Plain CNN network structures as same as used in the Teacher Assistant Knowledge Distillation (TAKD) [2]
to compare with our proposed method, Densely Guided Knowledge Distillation (DGKD). Under Table 1 shows teacher (1),
teacher assistants (Ag, Ag, A4) and student (S5) structures used in experiments Table 1, Table 4, and Table 6 in this paper.
Additionally, for the Table 5 experiment in our paper, the other assistants (Ag, A7, As, A3) are made from networks (T},
Asg, Ag, Ay) by excluding the last convolutional layer respectively.

Table 1. Plain CNN model configurations for CIFAR-100.

l Tio | As | A | A | S l
Conv3 x 3 — 32 Conv3 x 3 — 32 Conv3 X 3 — 32 Conv3 x 3 — 32 Conv3 x 3 — 32
BN,ReLU | %2 BN, ReLU | %2 BN,ReLU | *? BN,ReLU | %2 BN,ReLU | X1
maxpool
Conv3 X 3 — 64 %9 Conv3 x 3 — 64 %9 Conv3 X 3 — 64 % 9 Conv3 X 3 — 64 «9 Conv3 X 3 — 32 “1
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
maxpool
Conv3 x 3 — 128 9 Conv3 x 3 — 128 9 Conv3 x 3 — 128 9
BN,ReLU |~ BN,ReLU |~ BN,ReLU |~
maxpool
Conv3 x 3 — 256 4 Conv3 x 3 — 256 9 -
BN,ReLU |~ BN,ReLU |~ -
maxpool
fc-512 [ fc-64
fc-100
softmax




1.2. ResNet model configurations for CIFAR

We used the standard ResNet [ 1] structure for experiments Table 2, Table 6, Table 7 and Table 8 in our paper. Additionally,
we selected the teacher, the teacher assistant, and the student to have same layer’s depth gap sizes for the multi-step distillation

paths.

Table 2. ResNet model configurations for CIFAR-10.

T2

Azo

l

Ag

Ss

Conv3 x 3 — 16
BN, ReLU
[Conv3 x 3 — 16] [Conv3 x 3 — 16] [Conv3 x 3 — 16] [Conv3 x 3 — 16]
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Convdx3—16| X4 | |Conzx3—16] *3 | |Comv3 x3—16] *? | |Convsx3—16| <!
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
[Conv3 x 3 — 32] [Conv3 x 3 — 32] [Conv3 x 3 — 32] [Conv3 x 3 — 32]
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Convd x3—32| X4 | |Conzx3—32] X3 | |Conv3 x3—32| ¥ 2| |Convsx3—32| !
| BN,ReLU | | BN,ReLU | | BN,ReLU | | BN,ReLU |
[Conv3 x 3 — 64] [Conv3 x 3 — 64] [Conv3 x 3 — 64] [Conv3 x 3 — 64]
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 x 3 — 64 x4 Conv3 x 3 — 64 x3 Conv3 x 3 — 64 x 2 Conv3 x 3 — 64 x1
BN, ReLU BN, ReLU | BN,ReLU BN, ReLU
avgpool
fc-10
softmax
Table 3. ResNet model configurations for CIFAR-100.
Ts6 [ Aga Asz2 [ S20
Conv3 x 3 — 16
| BN,ReLU |
[Conv3 x 3 — 16] [Conv3 x 3 — 16]] [Conv3 x 3 — 16 [Conv3 x 3 — 16]]
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Convd x3—16| 2 | [Convzx3—16] X7 | |Conv3x3—16] *° | |Conv3 x3—16] %3
| BN,ReLU | | BN,ReLU | | BN,ReLU | | BN,ReLU |
[Conv3 x 3 — 32] [Conv3 x 3 — 32] [Conv3 x 3 — 32] [Conv3 x 3 — 32]
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Convd x3—32| %2 | |Conv3 x3—32] X7 | |Convzx3—32| %7 | |Conv3 x3—32| 3
| BN,ReLU | | BN,ReLU | | BN,ReLU | | BN,ReLU |
[Conv3 x 3 — 64] [Conv3 x 3 — 64] [Conv3 x 3 — 64] [Conv3 x 3 — 64]
BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Convd x3—64| 9| [Convzx3—6a| X7 | |Conv3x3—64] *°| |Convs x3—64] %3
BN, ReLU BN, ReLU | BN, ReLU BN, ReLU
avgpool
fc-100
softmax




1.3. ResNet model configurations for ImageNet

For the ImageNet experiments on Table 3 in our paper, we designed the ResNet 26-layer (Asg) similar with the structure
of ResNet 18-layer (S1g), considering the same layer’s depth gap sizes for the multi-step distillation path.

Table 4. ResNet model configurations for ImageNet.

l T34 ‘ A26 518
Conv7 x 7 — 64
BN, ReLU
maxpool
[Conv3 x 3 — 64] [Conv3 x 3 — 64] [Conv3 x 3 — 64]
BN, ReLU BN, ReLU BN, ReLU
Convd x3—64| %2 | |Convzx3—64] X3 | |Conv3 x3—64] %2
| BN,ReLU | | BN,RelU | | BN,RelU |
[Conv3 x 3 — 128] [Conv3 x 3 — 128] [Conv3 x 3 — 128]
BN, ReLU w4 BN, ReLU %3 BN, ReLU % 2
Conv3 x 3 — 128 Conv3 x 3 — 128 Conv3 x 3 — 128
| BN,RelU | | BN,RelU | | BN,RelU |
[Conv3 x 3 — 256] [Conv3 x 3 — 256] [Conv3 x 3 — 256]
BN, ReLU BN, ReLU BN, ReLU
Convd x 3—256] <O | |Conv3x3—256] *3 | |Conv3 x3—256| %2
| BN,ReLU | | BN,ReLU | | BN,RelU |
[Conv3 x 3 — 512] [Conv3 x 3 —512] [Conv3 x 3 —512]
BN, ReLU BN, ReLU BN, ReLU
Convd x 3—512] X3 | |convs x3—512] X3 | |Convs x 3 —512| <2
BN, ReLU BN, ReLU BN, ReLU
avgpool
fc-1000
softmax

1.4. Wide Residual Network model configurations for CIFAR

We used the standard Wide Residual Network [4] (WRN) for experiments on table 8 in our paper and fixed the widen
factor as 2. We used WRN40x2 as teacher, WRN34x2, WRN28x2, WRN22x2 as teacher assistants and WRN16x2 as
student model considering the same layer’s depth gap sizes for the multi-step distillation path.

Table 5. WRN model configurations for CIFAR-100; for simplicity, we omitted the three convolutional skip connections.

Taox2 [ Azax2 Azgx2 [ Azax2 [ Si6x2
BN, ReLU
Conv3 x 3 — 16
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 x 3 — 32 % 6 Conv3 x 3 — 32 <5 Conv3 x 3 — 32 < 4 Conv3 x 3 — 32 %3 Conv3 x 3 — 32 %9
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 x 3 — 32 Conv3 x 3 — 32 Conv3 x 3 — 32 Conv3 x 3 — 32 Conv3 x 3 — 32
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 X 3 — 64 <6 Conv3 x 3 — 64 <5 Conv3 x 3 — 64 w4 Conv3 x 3 — 64 %3 Conv3 x 3 — 64 9
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 x 3 — 64 Conv3 x 3 — 64 Conv3 x 3 — 64 Conv3 x 3 — 64 Conv3 x 3 — 64
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 x 3 — 128 < 6 Conv3 x 3 — 128 <5 Conv3 x 3 — 128 w4 Conv3 x 3 — 128 %3 Conv3 x 3 — 128 «9
BN, ReLU BN, ReLU BN, ReLU BN, ReLU BN, ReLU
Conv3 x 3 — 128 Conv3 x 3 — 128 Conv3 x 3 — 128 Conv3 x 3 —128 Conv3 x 3 — 128
BN,ReLU
avgpool
fc-100
softmax




1.5. VGG model configurations for CIFAR

We used the standard VGG [3] network for experiments on table 8 in our paper, we used VGG13 (T13), VGG11 (A1),
VGGS (Sg) which is commonly used in other knowledge distillation papers.

Table 6. VGG model configurations for CIFAR-100.

T13 [ An [ Ss
Conv3 x 3 — 64 %9 Conv3 x 3 — 64 <1 Conv3 x 3 — 64 “ 1
BN, ReLU BN, ReLU BN, ReLU
maxpool
Conv3 x 3 — 128 Conv3 x 3 — 128 Conv3 x 3 — 128
BN, ReLU | <2 BN, Reru | <! BN, Reru | <!
maxpool
Conv3 x 3 — 256 %2 Conv3 x 3 — 256 %2 Conv3 x 3 — 256 « 1
BN, ReLU BN, ReLU BN, ReLU
maxpool
Conv3 x 3 — 512 %9 Conv3 x 3 — 512 %9 Conv3 x 3 — 512 <1
BN, ReLU BN, ReLU BN, ReLU
maxpool
Conv3d x 3 — 512 %2 Conv3 x 3 — 512 %2 Conv3 x 3 — 512 <1
BN, ReLU BN, ReLU | BN, ReLU
maxpool
fc-512
fc-512
fc-100
softmax
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