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1. FaceMaker Sliders
Table 1 lists all used FaceMaker sliders. Each slider in

FaceMaker allows us to continuously manipulate one spe-
cific facial feature. As such, FaceMaker generates human-
like faces and at the same time provides fine control over
important features like the eyes. For a description of how
the sliders manipulate the face in general, as well as the in-
fluence of each specific slider, please refer to Schwind et
al. [1]. In our work we focused on the four most important
features for identification (eyes, nose, mouth and jaw). We
defined these features by grouping the FaceMaker sliders as
defined in their paper. The subscripts in Table 1 indicate
which groups each feature is assigned to: e for eyes, n for
nose, m for mouth and j for jaw.

List of FaceMaker slider we used

Eyes Coloure Eyes Heighte Eyes Sizee
Eyes Openinge Eyes Rotatione Eyes Shapee
Eyes Distancee Eyebrows Linee Eyebrows Shapee

Eyebrows Coloure Lips Volumem Lip Size Ratiom

Mouth Shapem Mouth Widthm Mouth Heightm
Nose Lengthn Nose Shapen Nose Widthn
Nose bridgen Cheeksj Jaw Shapej
Chin Lengthj Chin Shapej Ears Size
Throat Size Gender Details
Skin Colour Forehead Hair Colour

Table 1. The names of all used facial features in FaceMaker that
can be controlled using sliders. The subscripts e, n,m, j indicate
which groups each feature is assigned to (eyes, nose, mouth and
jaw).

2. Activation Maps
The scoring network compares the human attention to

neural attention and predicts how relevant the correspond-
ing image feature is for the mental image. For a better intu-
ition on what an activation maps is, Figure 1 shows exam-

ples for four image features overlaid over the corresponding
image. As can be seen, neural attention is highest for areas
influenced the most by the corresponding slider, e.g., there
is high attention on the eyes for the Eyes Size slider.

Eyebrows Line

Nose ShapeMouth Shape

Eyes Size

Figure 1. Example activation maps for four image features overlaid
over the corresponding image.

3. Test Set Reconstructions
The dataset of joint image and gaze data we collected

was split into a train, validation, and test set. The test set
contains 36 images for all of which the following figures
show the target faces, reconstructions synthesised by our
method, baseline reconstructions as well as a colour-coded
indication of the reconstruction quality of the different fa-
cial regions. The colour-coding was calculated by assigning
each feature group to one of three equidistant bins accord-
ing to their mean absolute slider distance (MASD).



Figure 2. Test images reconstructed by our method (Ours) in comparison with the respective target and baseline. The colour-coded labels
for the different facial regions indicate reconstruction quality (high, medium, or low). We calculated these by assigning each feature group
to one of three equidistant bins according to their mean absolute slider distance (MASD). Columns A and B show two of the best, while C
and D show two of our worst mental image reconstructions.
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