Supplementary Material for
Relating Adversarially Robust Generalization to Flat Minima

David Stutz!

Matthias Hein?

Bernt Schiele’

'Max Planck Institute for Informatics, Saarland Informatics Campus, Saarbriicken
ZUniversity of Tiibingen, Tiibingen

{david.stutz, schiele}@mpi-inf.mpg.de, matthias.hein@uni-tuebingen.de

A. Overview

In the main paper, we empirically studied the connec-
tion between adversarial robustness (in terms of the robust
loss RLoss, i.e., the cross-entropy loss on adversarial exam-
ples) and flatness of the RLoss landscape w.r.t. changes in
the weight space. In this context, we also consider the phe-
nomenon of robust overfitting [75], i.e., that robustness on
training examples increases consistently throughout train-
ing while robustness on test examples eventually decreases.
Based on average- and worst-case metrics of flatness in
RLoss, which we ensure to be scale-invariant, we show a
clear relationship between adversarial robustness and
flatness. This takes into account many popular variants of
adversarial training (AT), i.e., training on adversarial ex-
amples: TRADES [102], MART [92], AT-AWP [96] AT
with self-supervision [40] or additional unlabeled examples
[11]. All of them improve adversarial robustness and flat-
ness. Vice versa, approaches known to improve flatness,
e.g., Entropy-SGD [12], weight clipping [85] or weight av-
eraging [33] also improve adversarial robustness. Finally,
we found that even simple regularization schemes, e.g., Au-
toAugment [2 1], weight decay or label noise, also improve
robustness by finding flatter minima.

A.1. Contents
This supplementary material is organized as follows:
e Sec. B: additional discussion of related work.

e Sec. C: details on RLoss landscape visualization and
comparison to [54] (cf. Fig. A and B).

e Sec. D: details on how to compute our average-
and worst-case flatness measures, including ablation
studies in Sec. D.1 (cf. Fig. C, D and E).

e Sec. E: discussion of scale-invariance of our visual-
ization and flatness measures (cf. Fig. F and Tab. A).

e Sec. F: specifics on our experimental setup (training
and evaluation details).

e Sec. G: discussion of all individual methods, includ-
ing ablation regarding hyper-parameters in Sec. G.I
(cf. Fig. G and H) and flatness in Sec. G.2 (cf. Fig. |
and J). Training curves for all methods in Fig. K.

e Sec. H: all results in tabular form (Tab. B, C, E, D)

B. Related Work

Adversarial Examples and Defenses: Adversarial ex-
amples, first reported in [89], can be generated using a
wide-range of white-box attacks [89, 31, 50, 68, 63, 59, 9,

, 57], with full access to the network, or black-box at-
tacks [13, 6, 87, 41, 77, 64], with limited access to model
queries. Besides certified and provable defenses [16, 98,

s s , 94, 32, 30, 61, 81, 53, 17], adversarial train-
ing (AT) has become the de-facto standard, as discussed
in the main paper. However, there are also many detec-
tion/rejection approaches [34, 29, 55, 58, 2, 60], so-called
manifold-projection methods [42, 70, 78, 79], several meth-
ods based on pre-processing, quantization and/or dimen-
sionality reduction [7, 71, 5], methods based on random-
ness, regularization or adapted architectures [99, 5, 65, 80,

,45,76,47,52,97] or ensemble methods [56, 84, 36,91],
to name a few directions. However, often these defenses can
be broken by considering adaptive attacks [8, 10, 3, 4].

Weight Robustness: Flatness, w.r.t. the clean or robust
loss surface, is also related to robustness in the weights.
However, only few works explicitly study this “weight ro-
bustness”: [93] considers robustness w.r.t. Lo, weight per-
turbations, while [14] studies Gaussian noise on weights.
[74, 37], in contrast, adversarially flip bits in (quantized)
weights to reduce performance. Recently, [85] shows that
robustness in weights can improve energy efficiency of neu-
ral network accelerators (i.e., specialized hardware for in-
ference). This type of weight robustness is also relevant
for some backdooring attacks that explicitly manipulate
weights [46, 27]. Fault tolerance is also a related concept,
as it often involved changes in units or weights. It has been
studied in early works [06, 15, 22], obtaining fault tolerance
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Figure A: Visualization in “Hessian” Direction: RLoss
visualized in the direction of the largest Hessian eigenvalue
(i.e., the corresponding eigenvector). The eigenvalues quan-
tify the “rate of change” along the corresponding eigenvec-
tor. Thus, the largest eigenvalue represents a worst-case di-
rection in weight space. Clearly, RLoss increases signifi-
cantly in these directions.

using approaches similar to adversarial training NNs using
approaches similar to adversarial training. However, there
are also more recent works, e.g., weight dropping regular-
ization [73] or GAN-based training [26]. We refer to [90]
for a comprehensive survey.

C. Visualization Details and Discussion

Visualization Details: For the plots in the main paper,
we compute the mean RLoss across 10 random, normalized
directions; for adversarial directions, we plot max RLoss
over 10 adversarial directions. After normalization, we re-
scale the weight directions to have length 0.5 for random
directions and 0.025 for adversarial directions. This essen-
tially “zooms in” and is particularly important when visu-
alizing along adversarial weight directions. In all cases, we
estimate RLoss on one batch of 128 test examples for 51
evenly spaced step sizes in [—1,1]. We found that using
more test examples does not change the RLoss landscape
significantly. Fig. A shows additional visualizations along
the direction of the largest Hessian eigenvalue (also using
per-layer normalization, multiplied by 0.5).

Discussion of [54]: Originally, [54] uses a per-filter nor-
malization instead of our per-layer normalization. Specifi-
cally, this means
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Figure B: Filter-Wise Normalization: Compared to the
RLoss landscape visualizations in the main paper, using
per-layer normalization in Eq. (2), we follow [54] and use
filter-wise normalization in Eq. (1). Again, we plot mean
RLoss across 10 random directions. However, this does
not change results significantly, flatness remains difficult to
judge and compare in an objective way. Filter-wise normal-
ization, however, “looks” generally flatter.

instead of our normalization outlined in the main paper:

RO

- Hy(l)||2Hw(l)H2

for layer (. 2)

Furthermore, [54] does not consider changes in the biases or
batch normalization parameters. Instead, we also normalize
the biases as above and take them into account for visual-
ization (but not the batch normalization parameters). More
importantly, [54] considers only (clean) Loss, while we fo-
cus on RLoss. Compared to the plots from the main pa-
per, Fig. B shows that the difference between filter-wise and
layer-wise normalization has little impact in visually judg-
ing flatness. Generally, filter-wise normalization makes the
RLoss landscape “look” flatter. However, this is mainly be-
cause the absolute step size, i.e., ||7||2, is smaller compared
to layer-wise normalization: for our AT baseline, this is (on
average) ||7||2 ~ 33.13 for layer-wise and ||7|2 ~ 21.49
for filter-wise normalization.

D. Computing Flatness in RLoss

Average-Case Flatness: The average-case flatness mea-
sure in RLoss is defined as:

Ey[ugﬁl:)ée L(f(x+d, w+v),y)]

3
— max L(f(z+d;w),y)
ll9]loc <e
where E, denotes the expectation over random weight
perturbations v € Be(w), L is the cross-entropy loss

and max )| _<e £(f(240; w), y) represents the robust loss
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Figure C: Flatness Throughout Training, Ablation: We plot train and test RLoss, maximum Hessian eigenvalue Ap,x,
average-/worst-case flatness of (clean) Loss as well as average-/worst-case flatness on RLoss. We consider £=0.25/§=0.001
(left), €=0.5/6=0.003 (middle and main paper), and £=0.75/6=0.005 for average-/worst-case flatness, respectively. If the
neighborhood b, (w) is chosen too small (left), increases/changes in flatness during robust overfitting are difficult to measure
due to fluctuations throughout training. Chosen too large (right), in contrast, worst-case flatness (both in Loss and RLoss)
quickly reaches unreasonably high loss values. This becomes problematic when comparing across models.

(RLoss). The first term is computed by randomly sampling
10 weight perturbations from

Be(w) = {w+v: [vV]s < &Jw® |2V layers 1}, (4)

For each weight perturbation v, the robust loss, defined as
max| 5| <e L(f (x40, w+v),y), is estimated using PGD
with 20 iterations (¢ = 8/255, learning rate 0.007 and signed
gradient). This is done per-batch (of size 128) for the first
1000 test examples. Alternatively, the weights perturbations
v could also be fixed across batches (i.e., 10 samples in total
for [1000/128] batches). However, this is not possible for our
worst-case flatness measure, as discussed next. Thus, for
comparability, we sample random weight perturbations for
each batch individually. The second term is computed using
PGD-20 with 10 restarts, choosing the worst-case adversar-
ial examples per test example (i.e., maximizing RLoss).
Sampling in Be(w) is accomplished by sampling indi-
vidually per layer. That is, for each layer [, we compute
¢ := ¢ ||lw®|, given the original weights w. Then, a ran-
dom vector vV with [|[v(||y < ¢ is sampled. This is done
for each layer, handling weights and biases as separate lay-
ers, but ignoring batch normalization [43] parameters.
Worst-Case Flatness: Worst-case flatness is defined as:

max L(f(z+6, w+v),
hax (f( ):y)

— max L(f(z+5;w),y).
nax (f( ):v)

MaXy e Be (w)

®)

Here, the expectation over v in Eq. (3) is replaced by a max-
imum over v € Bg(w), considering smaller £. In practice,
the first term in Eq. (5) is computed by jointly optimizing
over weight perturbation v and input perturbation(s) § on a
per-batch basis (of size B = 128). This means, after ran-
dom initialization of &, Vb = 1,...,B, and v € Be(w),

each iteration computes and applies updates

B
Ay =V, Y L(flwp+ 0w +v),m) (6
b=1

B
As, = Vs, Y L(f(xp+ dp;w+v),p) (7
b=1

before projecting 05 and v onto the constraints ||0p]/cc < €
and [[vW]]y < €|lw®P|,. The latter projection is applied in
a per-layer basis, similar to sampling as described above.
For the adversarial weight perturbation v, we use learning
rate 0.001, after normalizing the update A, per-layer as in
Eq. (2). We run 20 iterations with 10 restarts for each batch.

Flatness of Clean Loss Landscape: We can also
consider both Eq. (3) and Eq. (5) on the clean (cross-
entropy) loss (“Loss”™), i.e., L(f(xz,w+v),y) instead of
max| 5| <e L(f(z+0, w+v),y). We note that RLoss is
an upper bound of (clean) Loss. Thus, flatness in RLoss
and Loss are connected. However, Pearson correlation be-
tween RLoss and average-case flatness in (clean) Loss is
only 0.27, compared to 0.85 for average-case flatness in
RLoss. This indicates that correctly measuring flatness in
RLoss is crucial to empirically establish a relationship be-
tween robustness and flatness.

D.1. Ablation for Flatness Measures

Flatness Throughout Training: Fig. C shows average-
and worst-case flatness on both clean as well as robust loss
(Loss and RLoss) throughout training of our AT baseline.
We consider different sizes of the neighborhood Bg(w)
for computing our flatness measures: £=0.25/6=0.001
(left), £=0.5/6=0.003 (middle, as in main paper), and
£=0.75/£=0.005 for average-/worst-case flatness, respec-
tively. While average-case flatness of clean Loss does not
mirror robust overfitting very well, its worst-case pendant
increases during overfitting, even though RLoss is not taken
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Figure D: Left: Standard Deviation of Average-Case Flatness: We plot RLoss (y-axis) against the standard deviation (std)
in our average-case flatness measure (x-axis). Note that the standard-deviation is due to the random weight perturbations
v in Eq. (3). Interestingly, more robust methods are not only flatter, but our average-case flatness measure also has lower
standard deviation. Middle Left: Average-Case Flatness of Train RLoss: 7est RLoss plotted against our average-case
flatness measure as computed on training examples. Even on the training set, flatness is predictive of robust generalization,
i.e., adversarial robustness on the test set. The relationship, however, is weaker compared to average-case flatness on test
examples. Middle Right: Worst-Case Flatness in (Clean) Loss: As worst-case flatness in the clean Loss landscape also
mirrors robust overfitting in Fig. C, we plot RLoss against worst-case flatness in Loss. Even though flatness is measured
considering clean Loss, many methods improving robustness (i.e., lower RLoss) exhibit surprisingly good flatness. Right:
Early Stopping for all Models: RLoss vs. average-case flatness for all models where early stopping improves adversarial

robustness. For example, this is not the case for AutoAugment or AT with unlabeled examples. Across all models, early

stopping improves both robustness and flatness. For clarity we provide a zoomed-in plot for the lower left corner.

into account. Furthermore, if the neighborhood B¢ (w) is
chosen too small, the flatness measures are not sensitive
enough to be discriminative (cf. left). Fig. C also shows
that, throughout training of one model, the largest Hessian
eigenvalue mirrors robust overfitting. Overall, this means
that early stopping essentially improves adversarial robust-
ness by finding flatter minima. This is confirmed in Fig. D
(right), showing that early stopping consistently improves
robustness and flatness.

Standard Deviation in Average-Case Flatness: In
Fig. D (left), the x-axis plots the standard deviation in our
average-case flatness measure (in RLoss). Note that the
standard deviation originates in the random samples v used
to calculate Eq. (3). First of all, standard deviation tends to
be small (i.e., < 0.3) across almost all models. This means
that our findings in the main paper, i.e., the strong correla-
tion between flatness and RLoss, is supported by low stan-
dard deviation. More importantly, the standard deviation
reduces for particularly robust methods.

Average-Case Flatness on Training Examples: Fig. D
(middle left) shows that average-case flatness in RLoss is
also predictive for robust generalization when computed on
training examples. However, the correlation between (test)
RLoss and (train) flatness is less clear, i.e., there is a larger
“spread” across methods. Here, we use the first 1000 train-
ing examples to compute average-case flatness.

Worst-Case Flatness on Clean Loss: In Fig. C, worst-
case flatness on clean Loss also correlates with robust over-
fitting. Thus, in Fig. D (middle right), we plot RLoss against
worst-case flatness of Loss, showing that there is no clear
relationship across models. Nevertheless, many methods

improving adversarial robustness also result in flatter min-
ima in the clean loss landscape. This is sensible as RLoss
is generally an upper bound for (clean) Loss. On the other
hand, flatness in Loss is not discriminative enough to clearly
distinguish between robust and less robust models.
Ablation for B¢(w): For computing our average- and
worst-case flatness measures (in RLoss), we considered var-
ious sizes of neighborhoods in weight space, i.e. Be(w)
from Eq. (4) for different £&. Fig. E considers £ €
{0.25,0.5,0.75, 1} for average-case flatness (top) and £ €
{0.00075,0.001, 0.003,0.005} for worst-case flatness (bot-
tom). In both cases, we plot RLoss (y-axis) against flat-
ness in RLoss (y-axis), as known from the main paper.
Average-case flatness using small £ = 0.25 results in signif-
icantly smaller values, between 0 and 0.4, i.e., the increase
in RLoss in random weight directions is rather small. Still,
the relationship between adversarial robustness and flatness
is clearly visible. The same holds for larger £ € {0.75,1}.
Worst-case flatness generally gives a less clear picture re-
garding the relationship between robustness and flatness.
Additionally, for larger £ € {0.003,0.005}, variance seems
to increase such that this relationship becomes less pro-
nounced. In contrast to average-case flatness, the variance
is not induced by the 10 restarts used for Eq. (5), but caused
by training itself. Indeed, re-training our AT baseline leads
to a worst-case flatness in RLoss of 5.1, a significant reduc-
tion from 6.49 as obtained for our original baseline. Over-
all, however, the observations from the main paper can be
confirmed using different sizes of the neighborhood B¢ (w).
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Figure E: Flatness in RLoss, Ablation for B, (w): RLoss (y-axis) plotted against average-case (top) and worst-case (bottom)
flatness in RLoss (x-axis). Top: We consider £ € {0.25,0.5,0.75,1} for average-case flatness. The clear relationship
between adversarial robustness, i.e., low RLoss, and flatness shown for ¢ = 0.5 in the main paper can be reproduced for
all cases. Bottom: For worst-case flatness, we consider ¢ € {0.00075,0.001, 0.003,0.005}. When chosen too large, e.g.,
& = 0.005, however, variance seems to increase, making the relationship less clear. For small &, e.g., & = 0.00075, the
correlation between robustness and flatness is pronounced, except for a few outliers, including AT-AWP [96].

E. Scaling Networks and Scale-Invariance

Scale-Invariance: In the main paper, we presented a
simple experiment to show that our measures of flatness
in RLoss are scale-invariant: we scaled weights and bi-
ases of all convolutional layers in our adversarially trained
ResNet-18 [35] by factor s € {0.5,2}. Note that all con-
volutional layers in the ResNet are followed by batch nor-
malization layers [43]. Thus, the effect of scaling is es-
sentially “canceled out”, i.e., these convolutional layers are
scale-invariant. Thus, the prediction stays roughly constant.
Fig. F (left) shows RLoss landscape visualizations for AT
and its scaled variants in random and adversarial weight di-
rections. Clearly, scaling AT has negligible impact on the
RLoss landscape in both cases. Fig. F (right) shows that our
flatness measures remain invariant, as well. As Bg(w) in
Eq. (4) is defined per-layer (weights and biases separately)
and relative to w, the neighborhood increases alongside the
weights, rendering visualization and flatness measures in-
variant. When, for example, scaling up specific layers and
scaling down others, as discussed in [24], causes the neigh-
borhood B¢ (w) to increase or decrease in size for these par-
ticular layers. Thus, following [24], scaling up the first layer
of a two-layer ReLLU network by « and scaling down the
second layer by 1/a (keeping the output constant), has no
effect in terms of measuring flatness as the per-layer neigh-
borhood Bg(w) is scaled accordingly, as well. The Hes-

sian eigenspectrum, in contrast, scales with the models, cf.
Tab. A, and is not suited to quantify flatness.

Convexity and Flatness: Tab. A also presents the con-
vexity metric introduced in [54]: [Awinl/|\pu| With Amin/max
being largest/smallest Hessian eigenvalue. Note that the
Hessian is computed following [54] w.r.t. to the clean
(cross-entropy) loss, not taking into account adversarial ex-
amples. The intuition is that negative eigenvalues with
large absolute value correspond to non-convex directions in
weight space. If these eigenvalues are large in relation to
the positive eigenvalues, there is assumed to be significant
non-convexity “around” the found minimum. Tab. A shows
that this fraction is usually very small, as also found in [54].
However, Tab. A also shows that this convexity measure is
not clearly correlated with adversarial robustness.

F. Detailed Experimental Setup

We focus our experiments on CIFAR10 [48], consist-
ing of 50k training examples and 10k test examples of size
32 x 32 (in color) and K = 10 class labels. We use all
training examples during training, but withhold the last 500
test examples for early stopping. Evaluation is performed
on the first 1000 test examples, due to long runtimes of Au-
toAttack [19] and our flatness measures (on RLoss). Any
evaluation on the training set is performed on the first 1000
training examples (e.g., in Fig. D, middle).
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Figure F: Flatness and Scale-Invariance. Left: We plot average RLoss and worst RLoss along random and adversarial
directions, as discussed in Sec. C, for AT and its scaled variants, x0.5 and x2. Clearly, RLoss landscape looks nearly
identical. Right: Robustness against PGD-20 on train and test examples, as well as average- and worst-case flatness measures
on RLoss. For completeness, we also include worst-case flatness on clean Loss. All of these measures are nearly invariant to
scaling. The shown differences can be attributed to randomness in computing these measures.

As network architecture, we use ResNet-18 [35] with
batch normalization [43] and ReLU activations. Our AT
baseline (i.e., default model) is trained using SGD for 150
epochs, batch size 128, learning rate 0.05, reduced by fac-
tor 0.1 at 60, 90 and 120 epochs, weight decay 0.005 and
momentum 0.9. We save snapshots every 5 epochs to per-
form early stopping, but do not use early stopping by de-
fault. We whiten input examples by subtracting the (per-
channel) mean and dividing by standard deviation. We use
standard data augmentation, considering random flips and
cropping (by up to 4 pixels per side). By default, we use
7 iterations PGD, with learning rate 0.007, signed gradi-
ent and € = 8/255 to compute L, adversarial examples.
Note that no momentum [25] or backtracking [86] is used
for PGD. The training curves in Fig. K correspond to ro-
bustness measured using the 7-iterations PGD attack used
for training, which we also use for early stopping (with 5
random restarts).

For evaluation, we run PGD for 20 iterations and 10
random restarts, taking the worst-case adversarial exam-
ple per test example [86]. Our results considering robust
loss (RLoss) are based on PGD, while we report robust
test error (RErr) using AutoAttack [19]. Note that Au-
toAttack does notr maximize cross-entropy loss as it stops
when adversarial examples are found. Thus, it is not suit-
able to estimate RLoss. Robust test error is calculated as
the fraction of test examples that are either mis-classified
or successfully attacked. The distinction between PGD-20
and AutoAttack is important as AutoAttack does not max-
imize cross-entropy loss, resulting in an under-estimation
of RLoss, while PGD-20 generally underestimates REir.
Computation of our average- and worst-case flatness mea-
sure is detailed in Sec. D.

Everything is implemented in PyTorch [69].

G. Methods

In the following, we briefly elaborate on the individual
methods considered in our experiments.

Learning Rate Schedules: Besides our default, multi-
step learning rate schedule (learning rate 0.05, reduced

by factor 0.1 after epochs 60, 90, and 120), we followed
[67] and implemented the following learning rate sched-
ules: First, simply using a constant learning rate of 0.05.
Second, only two “late” learning rate reductions at epochs
140 and 145, as done in [72]. Third, using a cyclic learn-
ing rate, interpolating between a learning rate of 0.2 and 0
for 30 epochs per cycle, as, e.g., done in [95]. We consider
training for up to 4 cycles (= 120 epochs). These learning
rate schedules are available as part of PyTorch [69].

Label Smoothing: In [88], label smoothing is intro-
duced as regularization to improve (clean) generalization
by not enforcing one-hot labels in the cross-entropy loss.
Instead, for label y and K = 10 classes, a target distribu-
tion p € [0,1]% (subject to ", p; = 1) withp, =1 —171
(correct label) and p; /K1 for i # y (all other la-
bels) is enforced. During AT, we only apply label smooth-
ing for the weight update, not for PGD. We consider 7 €
{0.1,0.2,0.3}.

Label Noise: Instead of explicitly enforcing a
“smoothed” target distribution, we also consider injecting
label noise during training. In each batch, we sample ran-
dom labels for a fraction of 7 of the examples. Note
that the labels are sampled uniformly across all K = 10
classes. Thus, in expectation, the enforced target distribu-
tionis py, =1 — 7+ 7/K and p; = 7-7/K/K-1. As result,
this is equivalent to label smoothing with 7 = 7 — 7/k. In
contrast to label smoothing, this distribution is not enforced
explicitly in the cross-entropy loss. As above, adversar-
ial examples are computed against the true labels (without
label noise) and label noise is injected for the weight up-
date. We consider 7 € {0.1,0.2,0.3,0.4,0.5}. While label
smoothing does not further improve adversarial robustness
for 7 > 0.3, label noise proved very effective in avoiding
robust overfitting, which is why we also consider 7 = 0.4
or 0.5.

Weight Averaging: To implement weight averaging
[44], we follow [33] and keep a “running” average w of
the model’s weights throughout training, updated in each
iteration ¢ as follows:

o) = oY + (1 - 71)w®

®)



[Amin

Model (RErr against AutoAttack [20]) ‘ RErr | ‘ Amax ]
AT (baseline) 62.8 | 1990 | 0.088
Scaled x0.5 62.8 | 7936 | 0.088
Scaled x 2 62.8 | 505 | 0.088
Batch size 8 582 [3132] 0.027
Adam 57.5 | 540 | 0.047
Label smoothing 61.2 | 2484 | 0.085
Self-supervision 57.1 389 | 0.041
Entropy-SGD 58.6 | 5773 | 0.054
TRADES 56.7 | 947 | 0.089
MART 61 1285 | 0.087
AT-AWP 54.3 | 1200 | 0.241

Table A: Hessian Eigenvalue )\, and Convexity: For
the models from Fig. A and B, we report RErr against Au-
toAttack [19], the maximum Hessian eigenvalue Ay.x and
the convexity measure of [54] computed as [Aminl/| A\ |. This
fraction is supposed to quantify the degree of non-convexity
around the found minimum. As can be seen, neither A«
nor convexity correlate well with adversarial robustness.
Regarding A\, this is due to the Hessian eigenspectrum not
being scale-invariant, as shown for scaled versions (x0.5
and x2) of our AT baseline.

where w(*) are the weights in iteration ¢ after the gradi-
ent update. Weight averaging is motivated by finding the
weights w in the center of the found local minimum. As, de-
pending on the learning rate, training tends to oscillate, the
average of the iterates is assumed to be close to the actual
center of the minimum. In our experiments, we consider
7 € {0.98,0.985,0.99,0.9975}.

Weight Clipping: Following [85], we implement weight
clipping by clipping the weights to [—wmax, Wmax] after each
training iteration. We found that wy.x can be chosen as
small as 0.005, which we found to work particularly well.
Larger wyax does not have significant impact on adversarial
robustness for AT. [85] argues that weight clipping together
with minimizing cross-entropy loss leads to more redundant
weights, improving robustness to random weight perturba-
tions. As result, we also expect weight clipping to improve
flatness. We consider wy,x € {0.005,0.01,0.025}.

Ignoring Incorrect Examples & Preventing Label
Leaking: As robust overfitting in AT leads to large
RLoss on incorrectly classified test examples, we investi-
gate whether (a) not computing adversarial examples on in-
correctly classified examples (during training) or (b) com-
puting adversarial examples against the predicted (not true)
label (during training) helps to mitigate robust overfitting.
These changes can be interpreted as ablations of MART
[92] and are easily implemented. Note that option (b) is
essentially computing adversarial examples without label
leaking [51]. However, as shown in Fig. G, these two vari-
ants of AT have little to no impact on robust overfitting.

AutoAugment: In [2 1], an automatic procedure for find-
ing data augmentation policies is proposed, so-called Au-
toAugment. We use the found CIFAR10 policy (cf. [21], ap-
pendix), which includes quite extreme augmentations. For
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Figure G: Approaches of Handling Incorrect Examples:
We plot test RLoss on all (solid), correctly classified (dot-
ted) and incorrectly classified (dashed) examples through-
out training. We consider our AT baseline ( ), ig-
noring incorrectly classified training examples in the RLoss
computation during training (dark blue) and preventing la-
bel leaking by computing adversarial examples against the
predicted labels during training (rosc). However, these
“simple” approaches of tackling the high RLoss on incor-
rectly classified test examples are not successful in reducing
robust overfitting. As outlined in the main paper, MART
[92] ( ) is able to dampen overfitting through an addi-
tional robust KL-loss weighted by confidence, see text.

example, large translations are possible, rendering the im-
age nearly completely uniform, only leaving few pixels at
the border. In practice, AutoAugment usually prevents con-
vergence and, thus, avoids overfitting. We further combine
AutoAugment with CutOut [23] (using random 16 x 16
“cutouts”). We apply both AutoAugment and CutOut on
top of our standard data augmentation, i.e., random flipping
and cropping. We use publicly available PyTorch imple-
mentations' .

Entropy-SGD [12] explicitly encourages flatter minima
by taking the so-called “local” entropy into account. As a
result, Entropy-SGD not only finds “deep” minima (i.e., low
loss values) but also flat ones. In practice, this is done using
nested SGD: the inner loop approximates the local entropy
using stochastic gradient Langevin dynamics (SGLD), the
outer loop updates the weights. The number of inner itera-
tions is denoted by L. While the original work [12] uses L
in [5,20] on CIFAR10, we experiment with L € {1,2,3,5}.
Note that, for fair comparison, we train for 150/L epochs.
For details on the Entropy-SGD algorithm, we refer to [12].
Our implementation follows the official PyTorch implemen-
tation”.

Activation functions: We consider three recently pro-
posed activation functions: SiLU [28], MiSH [62] and

Ihttps://github.com/DeepVoltaire/AutoAugment
https://github.com/uoguelph-mlrg/Cutout
2https://github.com/ucla-vision/entropy-sgd
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Figure H: Training Curves for Varying Hyper-Parameters: We plot RLoss for selected methods and hyper-parameters to
demonstrate the impact of hyper-parameters on avoiding or reducing robust overfitting. Note that, for TRADES, we show
both RLoss on adversarial examples computed by maximizing the KL-divergence in Eq. (13) (solid) and on adversarial
examples obtained by maximizing cross-entropy loss (“CE”, dotted).

GeLU [39]. These are defined as:

(SILU) LUO'(LU) with U(LC) = 1/(1Jrexp(fa:)), ©))
(MiSH) z tanh(log(1 + exp(z))), (10)
(GeLU) z0(1.702z). (11)

All of these activation functions can be seen as smooth ver-
sions of the ReLLU activation. In [82], some of these activa-
tion functions are argued to avoid robust overfitting due to
lower curvature compared to ReLU.

AT-AWP: AT with adversarial weight perturbations (AT-
AWP) [96] computes adversarial weight perturbations on
top of adversarial examples to further regularize training.
This is similar to our worst-case flatness measure of RLoss,
however, adversarial examples and adversarial weights are
computed sequentially, not jointly, and only one iteration
is used to compute adversarial weights. Specifically, after
computing adversarial examples Z = x + ¢, an adversarial
weight perturbation v is computed by solving

max, e g, (w) L(f(T;w +v),y) (12)

with B¢(w) as in Eq. (4) using one iteration of gra-
dient ascent with fixed step size of £. The gradient
is normalized per layer as in Eq. (2). We considered
¢ € {0.0005,0.001,0.005,0.01,0.015,0.02} and between
1 and 7 iterations and found that ¢ = 0.01 and 1 iteration
works best (similar to [96]).

TRADES: [102] proposes an alternative formulation of
AT that allows a better trade-off between adversarial robust-
ness and (clean) accuracy. The loss to be minimized is

L(f(x;w),y)

13
+ Amax s <e KL(f(z;w), f(z + 6;w)). (13

During training, adversarial examples are computed by
maximizing the KL-divergence (instead of cross-entropy
loss), i.e., using the second term in Eq. (13). Commonly
A 6 is chosen, however, we additionally tried A €
{1,3,6,9}. We follow the official implementation.

MART [92] explicitly addresses the problem of incor-
rectly classified examples during training. First, the cross-
entropy loss £ for training is replaced using a binary cross-
entropy loss Ly, i.e., classifying correct class vs. most-
confident “other” class:

Lin(f(z30),y) = — log(fy(x;w))
—log(1 — maxy 2y fyr (z;w)).

(14)

Second, the KL-divergence used in TRADES in Eq. (13) is
combined with a confidence-based weight:

‘Cbin(f(‘i;w)7y)
+ AKL(f (z; w), f(Z5w0)()(1 = fy(z;w))

3https://github.com/yaodongyu/TRADES

15)
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Figure I: Flatness Throughout Training: Complementary to the main paper, we plot RLoss against average-case flatness in
RLoss for selected methods throughout training epochs. Early epochs are shown in dark blue, late epochs are shown in dark
red. For cyclic learning rate, we show 4 cycles with a total of 120 epochs. For many methods not avoiding robust overfitting,
flatness decreases alongside an increase in RLoss during overfitting. Using, e.g., AutoAugment, label noise or Entropy-SGD,

in contrast, both effects are reduced.

Adversarial examples are still computed by maximizing
regular cross-entropy loss. We follow the official imple-
mentation*. MART is successful in reducing robust overfit-
ting on incorrectly classified examples, as shown in Fig. G.

PGD-7: In [103], a variant of PGD is proposed for
AT: PGD-7 stops maximization 7 iterations after the label
flipped. This is supposed to find “friendlier” adversarial ex-
amples that can be used for AT. Note that 7 = 0 also does
not compute adversarial examples on incorrectly classified
training examples. We consider 7 € {0,1, 2, 3}.

Self-Supervision: Following [40], we implement AT us-
ing rotation-prediction as additional self-supervised task.
Note, however, that no additional (unlabeled) training ex-
amples are used. Specifically, the following learning prob-
lem is tackled:

max| 5. < L(f(x + 6 w), y)
+ Amax s <e L(f(rot(z 4 0,7);w),y.)  (16)
r € {0,90, 180,270}, y, € {0,1,2,3}

where rot(x,r) rotates the training example x by r de-
grees. In practice, we split every batch in half: The first
half uses the original training examples with correct la-
bels. Examples in the second half are rotated randomly by
{0,90, 180,270} degrees, and the labels correspond to the
rotation (i.e., {0,1,2,3}). Adversarial examples are com-
puted against the true or rotation-based labels. Note that, in
contrast to common practice [83], we do not predict all four
possible rotations every batch, but just one randomly drawn
per example. We still use 150 epochs in total. We consider
A €{0.5,1,2,4,8}.

4https://qithub.com/YisenWanq/MART

Additional Unlabeled Examples: As proposed in [!1,

], we also consider additional, pseudo-labeled examples

during training. We use the provided pseudo-labeled data

from [11] and split each batch in half: using 50% original

CIFARIO training examples, and 50% pseudo-labeled train-

ing examples from [11]. We still use 150 epochs in total.
We follow the official PyTorch implementation”.

G.1. Training Curves

Fig. H shows (test) RLoss throughout training for se-
lected methods and hyper-parameters. Across all methods,
we found that hyper-parameters have a large impact on ro-
bust overfitting. For example, weight decay or smaller batch
sizes can reduce and delay robust overfitting considerably
if regularization is “strong” enough, i.e., large weight de-
cay or low batch size (to induce more randomness). For
the other methods, difference between hyper-parameters is
more subtle. However, across all cases, reduced overfitting
generally goes hand in hand with higher RLoss on train-
ing examples, i.e., the robust generalization gap is reduced.
This indicates that avoiding convergence on training exam-
ples plays an important role in avoiding robust overfitting.

Training curves for all methods are shown in Fig. K.

G.2. Flatness for Methods

Flatness Throughout Training: Fig. I shows RLoss
(y-axis) plotted against average-case flatness in RLoss (x-
axis) throughout training, i.e., over epochs (dark blue to
dark red), for methods not shown in the main paper. Strik-
ingly, using higher e=9/255 or alternative activation func-

5https://github.com/yaircarmon/semisupfadv
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Figure J: Robustness and Flatness for Varying Hyper-Parameters: Left: RLoss (y-axis) plotted against average-case
flatness of RLoss (x-axis) for various groups of methods: learning rate schedules (left), label smoothing/noise and weight
decay (middle left), weight clipping, Entropy-SGD and AT-AWP (middle right) as well as AT with self-supervision, MART
and TRADES (right). As outlined in Sec. G, we considered multiple hyper-parameter settings per method and show that
favorable hyper-parameters in terms of adversarial robustness also result in improved flatness. That is, in most cases, varying
hyper-parameters creates (roughly) a diagonal line in these plots. Interestingly, weight clipping can be considered an outlier:
adversarial robustness improves while average-case flatness reduces. Right: RLoss (y-axis) plotted against worst-case
flatness in RLoss (x-axis). Here, flatness for weight clipping aligns well with RLoss.

tions (SiLU [28], GeLU [39] or MiSH [62]) affect neither
robust overfitting nor flatness significantly. Interestingly, as
discussed in the main paper, label smoothing avoids sharper
minima during overfitting, but does not avoid an increased
RLoss. Methods that consistently reduce or avoid robust
overfitting, e.g., weight clipping, label noise, strong weight
decay or AutoAugment, avoid both the increase in RLoss
as well as worse flatness. Clearly, the observations from the
main paper are confirmed: flatness usually reduces along-
side RLoss in robust overfitting.

Flatness Across Hyper-Parameters: In Fig. J, we
consider flatness when changing hyper-parameters of se-
lected methods. As before, we plot RLoss (y-axis) against
average-case flatness in RLoss (x-axis) for various groups
of methods: learning rate schedules (first column), la-
bel smoothing/noise and weight decay (second column),
methods explicitly improving flatness, i.e., weight clip-
ping, Entropy-SGD and AT-AWP (third column), as well
as self-supervision, MART and TRADES (fourth column).
Except for weight clipping, hyper-parameter settings with
improved adversarial robustness also favor flatter minima.
In most cases, this relationship follows a clear, diagonal
line. For weight clipping, in contrast, the relationship is
reversed: improved flatness reduces RLoss. Thus, Fig. J
(fifth column) considers worst-case flatness in RLoss. Here,
“stronger” weight clipping improves both robustness and
flatness. This supports our discussion in the main paper:
methods need at least “some kind” of flatness, average- or
worst-case, in order to improve adversarial robustness.

H. Results in Tabular Form

Tab. D and E report the quantitative results from all our
experiments. Besides flatness in RLoss, we also report both
average- and worst-case flatness in (clean) Loss. As de-
scribed in the main paper, we use £ = 0.5 for average-case

flatness and £ = 0.003 for worst-case flatness. In Tab. D,
methods are sorted (in ascending order) by RErr against Au-
toAttack [20]. Additionally, we split all methods into four
groups: good , average , poor and worse robustness at

57%, 60% and 62.8% RErr. These thresholds correspond
roughly to the 30% and 70% percentile of all methods with
RErr < 62.8%. As our AT baseline obtains 62.8% RErr, we
group all methods with higher RErr than 62.8% in worse
robustness. In Tab. E, methods are sorted (in ascending or-
der) by RLoss against PGD. Finally, Tab. B and C report
RErr and RLoss, together with our average- and worst-case
flatness (of RLoss) measures for the evaluated, pre-trained
models from RobustBench [18].



Model Test Robustness Train Robustness Flatness
(sorted by RLoss on AA) Err RErr RErr Err RErr RE1r Avg Worst
(PGD = PGD-20, 10 restarts) (test) (test) (test) (train) (train) (train) RLoss RLoss
(AA = AutoAttack [19]) (PGD) (AA) (PGD) (AA)

Carmon et al. [7] 10.31 37.6 40.8 1.93 16.8 19.2 0.7 0.34
Engstrom et al. [16] 12.97 453 49.2 6.71 33.1 36.3 0.23 0.51
Pang et al. [43] 14.87 36.6 45.8 7.79 20.5 28.6 0.08 0.07
Wang [60] 12.5 37.1 42.8 8.07 24.8 32.1 0.61 0.34
Wong et al. [61] 16.66 54.4 57.6 11.86 449 49.2 0.3 0.16
Wu et al. [62] 14.64 415 439 22 14.5 16.5 0.49 0.09
Zhang et al. [72] 15.08 44.1 46.4 7.83 29.9 33.6 0.61 0.43
Zhang et al. [73] 15.48 43 47.2 4.85 26.3 30.1 0.51 0.13

Table B: RobustBench [18]: Err, RErr and Flatness in RLoss: Err and RErr on train and test examples as well as average-
and worst-case flatness in RLoss for pre-trained models from RobustBench. In contrast to Tab. D, the RobustBench models
were obtained using early stopping.

Model Test Robustness Train Robustness Flatness
(sorted by RLoss on AA) Loss RLoss RLoss Loss RLoss RLoss Avg Worst
(PGD = PGD-20, 10 restarts) (test) (test) (test) (train) (train) (train) RLoss RLoss
(AA = AutoAttack [19]) (PGD) (AA) (PGD) (AA)

Carmon et al. [7] 0.53 1.02 0.63 0.36 0.62 0.41 0.7 0.34
Engstrom et al. [16] 0.44 1.25 0.59 0.29 0.82 0.41 0.23 0.51
Pang et al. [43] 1.84 1.98 1.86 1.8 1.91 1.8 0.08 0.07
Wang [60] 0.64 1.11 0.73 0.54 0.9 0.6 0.61 0.34
Wong et al. [61] 0.57 1.37 0.73 0.46 1.11 0.61 0.3 0.16
Wu et al. [62] 0.63 1.13 0.72 0.37 0.61 0.41 0.49 0.09
Zhang et al. [72] 0.55 1.19 0.66 0.39 0.83 0.48 0.61 0.43
Zhang et al. [73] 0.85 1.27 0.93 0.71 1.01 0.76 0.51 0.13

Table C: RobustBench [18]: Loss, RLoss and Flatness in RLoss: Loss and RLoss on train and test examples as well as
average- and worst-case flatness in RLoss for pre-trained models from RobustBench. In contrast to Tab. E, the RobustBench
models were obtained using early stopping.
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Model Test Robustness Train Robustness Early Stopping Flatness

(sorted by RErr on AA) Err RErr RErr Err RErr RErr RErr RErr Avg Worst Avg Worst

(PGD = PGD-20, 10 restarts) (test) (test) (test) (train) (train) (train) (stop) (stop) Loss Loss RLoss RLoss

(AA = AutoAttack [19]) (PGD) | (AA) (PGD) (AA) (PGD) (AA)
+Unlabeled 16.96 459 489 12.6 38.6 432 453 48.9 0.12 4.64 0.32 1.2
Cyclic X2 19.66 51.2 53.6 7.64 323 354 51 53.6 0.09 3.93 0.35 1.5
AutoAugment 16.89 49.5 54.0 12.25 42.8 47.9 49.5 535 0.13 15.01 0.49 0.69
AT-AWP £=0.01 21.4 50.7 543 13.52 374 43.1 489 53.6 0.12 6.17 0.35 2.68
AT-AWP £=0.005 20.05 52.5 55 7.34 28.1 31.8 50.8 533 0.15 6.98 0.54 4.46
Label noise 7=0.4 20.56 524 55 9.66 32.8 36.8 51.2 54.8 0.11 3.95 0.21 0.96
TRADES A\=9 23.03 52.4 55 2.92 16.4 18.8 49.7 53 0.19 5.04 0.45 3.08
Cyclic x3 20.04 53.1 55.2 5.62 26.9 30.6 53.1 55.2 0.1 4.1 0.53 0.93
Cyclic 22.42 532 55.4 13.09 39.5 435 532 55.4 0.07 2.6 0.22 0.41
Label noise 7=0.5 22.71 51.3 554 15.04 40.4 455 513 554 0.09 0.43 0.16 0.13
Label noise 7=0.3 19.9 54.2 56.2 5.47 26.9 30 51.8 55.5 0.15 3.37 0.33 0.93
Weight clipping Wy, =0.005 21.39 54.1 56.5 10.19 35.6 39 54.1 56.5 0.74 10.49 0.41 4.58
TRADES A=6 21.68 55.3 56.7 1.74 13.5 15.8 50.1 534 0.21 5.12 0.57 2.26
Cyclic x4 19.85 55.2 56.9 4.01 23.1 26 55.1 56.9 0.16 6.65 0.62 0.8
Self-supervision A=4 17.1 553 57.1 5.76 41.9 45 553 56.8 0.12 5.59 0.34 2.64
Adam 25.84 53.9 57.5 18.87 479 523 53.9 57.5 0.22 2.65 0.56 0.9
Entropy-SGD (L=2) 24.53 54.4 57.6 9.03 354 38.8 52.6 55.2 0.08 1.76 0.27 0.7
Self-supervision A=1 15.9 56.9 58.1 1.48 28.3 31.6 55.9 57.5 0.12 6.98 0.46 3.87
Weight decay 0.05 19.32 56.2 58.1 5.03 29 32.8 52 54.8 0.12 5.77 0.51 3.94
Batch size 8 17.73 57.1 58.2 3.46 26.8 314 55.6 58.2 0.32 24.01 1.55 12.27
Entropy-SGD (L=1) 25.42 56 58.6 12.79 42.8 46.1 532 56.9 0.09 3.24 0.28 1.8
Self-supervision A=0.5 16.16 58 58.6 1.26 28 30.7 56.7 58.3 0.1 6.48 0.45 3.29
AT-AWP £=0.001 18.75 57.3 58.7 1.34 15.1 18.3 52.1 54.6 0.34 20.42 1.44 13.82
Self-supervision A=2 15.72 57.4 58.7 2.47 334 36.6 55.8 57.7 0.1 21.79 0.47 3.47
MART A\=9 22.06 57 58.8 3.86 16 22 50 55 0.18 8.08 0.7 3.42
Weight decay 0.01 18.52 57.2 58.9 2.06 20.1 232 51.7 553 0.25 16.46 0.9 7.19
Batch size 16 18.12 58.3 59 1.82 20.4 245 52.5 55.6 0.33 22.11 1.41 11.39
Self-supervision A=8 19.6 56.6 59 12.08 50 533 56.6 58.6 0.11 3.59 0.29 1.76
TRADES A=3 20.51 57.7 59.1 0.94 13.4 15.5 523 54.9 0.2 19.08 0.71 3.48
Weight decay 0.005 18.79 58.2 59.4 2.03 20.2 23.9 51.8 543 0.26 19.67 1.2 8.35
Label noise 7=0.2 19.45 57.5 59.5 2.34 18.8 222 50.2 53 0.18 9.79 0.39 1.4
MART A\=3 20.89 58.9 59.6 1.94 14.4 19.2 53.3 57.4 0.17 10.53 1.01 3.99
Weight clipping Wy, ¢ =0.01 19.15 58 59.6 3.28 21.5 24.8 56.7 58.5 0.66 15.1 0.26 7.41
Learning rate 0.2 19.17 58.3 59.7 0.46 9.4 12.4 543 56.6 0.2 24.41 1.44 5.75
MiSH 19.29 58.9 59.8 0.06 45 53 51.8 53.7 0.25 10.04 1.58 3.55
“Late” multi-step 20.63 58.5 59.8 1.6 16.4 18.4 54.2 57.8 0.17 5.24 0.81 2.96
SiLU 19.45 59.7 60 0.07 4.8 5.6 513 53.7 0.3 9.97 1.68 42
Weight averaging (7=0.9975) 19.63 59.7 60 0.19 7.9 10 50.5 53 0.23 15.66 1.29 6
Weight clipping 0.025 18.91 59.2 60.4 0.73 12.5 15.6 52.1 54.9 0.32 17.4 0 8.61
Batch size 32 18.72 59.6 60.5 0.56 12 14.6 53.7 55.6 0.18 19.34 1.22 7.88
Entropy-SGD (L=3) 24 58.5 60.5 5.25 29.9 33.9 56.7 59.3 0.09 291 0.33 1.03
Label noise 7=0.1 19.39 59 60.8 1.12 14.1 17.5 51.9 55 0.2 16.75 0.69 3.55
Larger e=9/255 21.3 60.4 60.9 0.47 8.9 11.1 51.3 53.8 0.21 10.26 1.34 5.85
Label smoothing 7=0.1 19.55 59.6 61 0.2 6.4 8.5 52.5 55 0.26 8.87 0.85 2.66
MART A\=6 21.51 58.7 61 3.21 16.1 20.8 49.2 54.7 0.18 13.52 0.74 3.17
Weight averaging (7=0.98) 20.01 60.6 61 0.2 7.6 9.9 543 56.3 0.23 12.8 1.37 5.6
Weight decay 0.001 19.47 59.9 61 0.36 10.4 133 52 54.8 0.24 8.36 1.3 6.78
Batch size 64 19.06 60.5 61.1 0.3 9.2 11.1 51.2 54.4 0.18 23.13 1.14 5.96
GeLU 20.64 60.8 61.1 0.01 2.7 32 54.9 56.7 0.23 14.31 1.56 4.13
Label smoothing 7=0.3 19.41 59.4 61.2 0.27 5.7 8 51.1 54 0.29 18.42 0.65 2.72
MART A=1 20.51 59.4 61.2 1.04 11.4 14.7 50.3 55.4 0.17 7.97 0.87 3.1
Weight averaging (7=0.99) 20.41 60.3 61.4 0.19 7.8 9.6 51.7 54.2 0.22 6.12 1.44 4.98
Dropout 18.91 60.5 61.6 0.58 13 16.7 51.2 54.5 0.2 13.81 1.52 7.01
PGD-14 20.8 60.6 61.6 0.22 7.1 9.3 53.6 56.1 0.27 20.9 1.48 5.35
Entropy-SGD (L=5) 23.48 59.5 61.7 3.01 222 25.9 532 56.6 0.1 3.57 0.46 1.49
Ignore incorrect 18.4 60.5 61.8 0.06 6.3 9 54.4 56.4 0.21 14.65 1.68 5.93
Learning rate 0.1 19.23 61.1 61.9 0.26 8.9 11.5 51.9 54.2 0.21 17.63 1.23 5.26
TRADES A\=1 17.54 59.5 61.9 0.15 16.6 20.7 56.6 59.6 0.16 12.68 0.78 4.3
Weight averaging (7=0.985) 20.27 61.7 62.3 0.18 7.4 9.4 55.9 58 0.22 15.66 1.35 6.51
Label smoothing 7=0.2 20.07 60.2 62.4 0.26 5.1 7.8 51.9 54.6 0.28 9.94 0.69 2.61
Prevent label leaking 18.38 62.1 62.4 0.38 8.6 10.8 553 57.7 0.22 14.62 1.48 6
AT (baseline) 20.2 61 62.8 0.33 8.5 10.7 52.3 54.6 0.21 21.05 1.22 6.49
Const learning rate 0.05 24.96 60.7 62.9 6.17 32.9 37.8 55.4 58.9 0.09 3.52 0.44 0.9
PGD-5 20.22 61.8 62.9 0.11 7.3 10.4 55.1 57.4 0.17 20.4 1.24 4.19
Batch size 256 20.86 62.6 63.3 0.28 8.2 10.3 56.9 58.4 0.3 11.22 1.35 8.33
PGD-7-3 17.17 61.7 63.3 0.08 19.5 25.2 513 58.8 0.17 7.4 1.08 5.29
Batch size 512 22.58 62.9 63.5 0.64 11 14.2 58.6 60 0.48 23.97 1.92 16.22
Learning rate 0.01 22.83 63 63.5 1.05 15.2 18 57.8 59.7 0.56 23.42 2.25 16.02
No weight decay 23.37 64.8 65.7 0.23 9.2 12.7 57.1 60.3 0.66 21.05 2.53 11.75
PGD-7-0 14.67 63.8 65.7 0.09 23.7 30 59.4 61.4 0.11 6.86 1.28 2.8
PGD-7-2 16.19 63.6 65.9 0.1 20.9 28.1 583 62.3 0.14 22.81 1.21 2.55
PGD-7-1 15.02 64.1 67.1 0.11 25.9 343 58.8 63.8 0.13 11.71 1.15 2.33
Const learning rate 0.01 25.87 66.7 67.4 0.67 18.5 20.7 58.4 61 0.33 15.09 1.37 8.27
Const learning rate 0.005 27.24 68.3 69.2 0.42 15.5 16.7 61.1 65.5 0.59 20.63 2.06 15.74

Table D: Results: Err, RErr and Flatness in Loss and RLoss. Err and RErr (PGD-20 and AutoAttack [20]) on test and
train examples, together with average- and worst-case flatness in (clean) Loss and RLoss. Methods sorted by (test) RErr
against AutoAttack and split into good , average , poor and worse robustness at 57%, 60% and 62.8% REtr, see text.



Model Test Robustness Train Robustness Early Stopping
(sorted by RLoss on PGD) Loss RLoss RLoss Loss RLoss RLoss RLoss RLoss
(PGD = PGD-20, 10 restarts) (test) (test) (test) (train) (train) (train) (stop) (stop)
(AA = AutoAttack [19]) (PGD) (AA) (PGD) (AA) (PGD) (AA)
+Unlabeled 0.57 1.18 0.67 0.47 0.94 0.56 1.18 0.67
AutoAugment 0.58 1.3 0.71 0.48 1.08 0.61 1.3 0.71
AT-AWP £=0.01 0.7 1.31 0.81 0.55 0.99 0.62 1.3 0.81
Cyclic 0.68 1.41 0.8 0.49 0.97 0.58 1.41 0.8
Adam 0.8 1.46 0.89 0.66 1.19 0.74 1.45 0.89
Weight clipping W, a2 =0.005 0.77 1.48 091 0.53 0.99 0.62 1.47 0.9
TRADES A=9 0.77 1.52 0.9 0.33 0.58 0.37 1.42 0.9
Label noise 7=0.4 0.93 1.55 1.05 0.71 1.15 0.8 1.5 1.05
Cyclic x2 0.6 1.55 0.74 0.32 0.76 0.42 1.55 0.74
AT-AWP £=0.005 0.59 1.57 0.74 0.29 0.66 0.38 1.36 0.74
Self-supervision A=8 0.59 1.58 0.76 0.43 1.24 0.62 1.57 0.76
Entropy-SGD (L=2) 0.72 1.59 0.83 0.4 0.87 0.5 1.44 0.83
Label noise 7=0.5 1.12 1.59 1.22 1 1.39 1.08 1.59 1.22
Entropy-SGD (L=1) 0.77 1.59 0.87 0.5 1.06 0.6 1.44 0.87
Label noise 7=0.3 0.78 1.62 0.94 0.45 0.91 0.55 1.47 0.94
Weight decay 0.05 0.61 1.65 0.78 0.28 0.73 0.39 1.33 0.78
Self-supervision A=4 0.51 1.68 0.71 0.25 1.02 0.45 1.62 0.71
Weight clipping W, q2=0.01 0.62 1.71 0.83 0.22 0.61 0.31 1.59 0.83
TRADES A=6 0.7 1.74 0.86 0.2 0.44 0.25 1.4 0.86
Cyclic x3 0.6 1.75 0.74 0.24 0.65 0.34 1.59 0.74
Entropy-SGD (L=3) 0.69 1.84 0.85 0.26 0.72 0.38 1.57 0.85
Self-supervision A=2 0.47 1.86 0.69 0.13 0.8 0.33 1.53 0.69
Label noise 7=0.2 0.68 1.89 0.9 0.22 0.63 0.32 1.4 0.9
Cyclic x4 0.6 1.9 0.78 0.2 0.57 0.28 1.44 0.78
Const learning rate 0.05 0.75 1.92 0.89 0.31 0.81 0.43 1.54 0.88
Self-supervision A=0.5 0.48 2.01 0.71 0.09 0.67 0.27 1.6 0.71
Entropy-SGD (L=5) 0.71 2.06 0.89 0.18 0.57 0.28 1.5 0.86
Self-supervision A=1 0.48 2.08 0.72 0.09 0.67 0.27 1.63 0.7
Label smoothing 7=0.3 0.77 2.12 1.02 0.15 0.47 0.21 1.46 0.97
TRADES A=3 0.65 2.16 0.85 0.1 0.34 0.17 1.42 0.83
Batch size 8 0.56 222 0.78 0.17 0.64 0.3 1.86 0.76
Label noise 7=0.1 0.63 222 0.87 0.1 0.42 0.19 1.37 0.86
Weight decay 0.01 0.58 223 0.78 0.12 0.47 0.22 1.35 0.78
Label smoothing 7=0.2 0.71 2.26 0.98 0.09 0.35 0.14 1.44 0.89
MART A=9 0.7 2.36 0.93 0.24 0.48 0.3 1.41 0.93
Weight clipping 0.025 0.57 2.37 0.81 0.06 0.32 0.14 1.39 0.81
Weight decay 0.005 0.58 2.44 0.8 0.11 0.46 0.23 1.43 0.76
Label smoothing 7=0.1 0.64 2.48 0.88 0.04 0.24 0.09 1.43 0.8
MART \=6 0.71 2.58 0.93 0.21 0.45 0.27 1.4 0.93
“Late” multi-step 0.66 2.63 0.87 0.09 0.36 0.17 1.47 0.87
TRADES A=1 0.56 2.68 0.81 0.04 0.38 0.18 1.74 0.74
MART A=3 0.69 2.71 0.89 0.14 0.38 0.21 1.48 0.89
AT-AWP £=0.001 0.62 2.71 0.84 0.08 0.34 0.16 1.35 0.78
Batch size 16 0.57 2.78 0.83 0.1 0.46 0.22 1.63 0.74
Learning rate 0.01 0.72 2.94 0.96 0.07 0.34 0.16 1.74 0.85
MART A=1 0.7 2.99 0.94 0.08 0.29 0.15 1.44 0.94
PGD-7-3 0.55 3.03 0.8 0.04 0.48 0.19 1.7 0.73
PGD-7-2 0.54 32 0.79 0.03 0.48 0.21 2.12 0.71
PGD-7-1 0.51 33 0.75 0.04 0.61 0.25 2.43 0.68
Batch size 512 0.77 3.41 1.04 0.05 0.27 0.12 1.86 0.85
PGD-7-0 0.49 3.43 0.74 0.03 0.58 0.21 2.48 0.65
Dropout 0.66 3.44 0.9 0.04 0.3 0.13 1.44 0.76
Const learning rate 0.01 0.89 3.46 1.07 0.04 043 0.17 1.67 0.97
Weight decay 0.001 0.69 3.52 0.92 0.03 0.24 0.1 1.41 0.77
Batch size 32 0.67 3.54 0.91 0.04 0.27 0.11 1.69 0.73
Batch size 64 0.69 3.62 0.93 0.03 0.22 0.09 1.44 0.76
Const learning rate 0.005 0.97 3.65 1.24 0.04 0.35 0.14 1.62 1.12
MiSH 0.69 3.65 0.92 0.01 0.1 0.04 1.45 0.73
Learning rate 0.1 0.7 3.65 0.94 0.02 0.19 0.09 1.39 0.79
Learning rate 0.2 0.72 3.66 0.97 0.03 0.21 0.1 1.67 0.75
Larger e=9/255 0.78 3.69 1.01 0.03 0.19 0.09 1.45 0.79
Prevent label leaking 0.67 3.76 0.91 0.02 0.21 0.08 1.74 0.7
SiLU 0.71 3.81 0.96 0.01 0.11 0.04 1.47 0.73
PGD-14 0.76 3.84 1.05 0.02 0.15 0.07 1.52 0.78
Weight averaging (7=0.9975) 0.73 3.88 1 0.02 0.17 0.08 1.34 0.81
AT (baseline) 0.75 3.91 0.99 0.02 0.19 0.08 1.53 0.77
Weight averaging (7=0.98) 0.75 3.94 1.05 0.02 0.16 0.08 1.96 0.8
Weight averaging (7=0.985) 0.75 3.95 1 0.02 0.16 0.07 1.94 0.77
Ignore incorrect 0.71 3.99 0.96 0.01 0.16 0.07 1.65 0.7
Weight averaging (7=0.99) 0.76 3.99 1.07 0.02 0.18 0.07 1.53 0.74
Batch size 256 0.79 4.02 1.07 0.02 0.18 0.08 1.74 0.81
No weight decay 0.9 4.17 1.15 0.02 0.22 0.1 1.55 0.91
PGD-5 0.77 422 0.99 0.01 0.17 0.08 1.62 0.77
GeLU 0.82 4.27 1.06 0 0.06 0.02 1.7 0.79

Table E: Results: Loss and RLoss. Loss and RLoss (PGD-20 and AutoAttack [20]) on test and train examples corresponding

to the results in Tab. D.
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