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1. Regularization Parameters
For all experiments in the paper, we used the following

values for the regularization parameters in Equation 6 and
Equation 7 in the main text, λs: 600, λr: 100, λp: 1. We
used a slightly different set of parameters for Figure 10 in
the supplement, due to the challenge of model mismatch,
λs: 1, λr: 200, λp: 1.

2. Additional Results
Teapot In addition to the results in Figure 4 in the main
text, we show environment map estimates using a Utah
Teapot in Figure 1. The quality of the reconstructions is
not as good as the bunny results shown in the paper, but do
appear to be successful. The teapot is rounded and is com-
parable to the sphere in Figure 7 of the main text, which we
expect to produce lower resolution reconstructions than the
bunny object. Interestingly, the same bright pixel artifact
seen to the top right appears in both the teapot and bunny
reconstructions. We hypothesize that this pixel corresponds
roughly to the retro-reflective path from the perspective of
the camera.

Real Data using 3D Printed Object The main text shows
environment map estimates from rendered models and real-
istic environment maps. In Figure 2, we show estimated
environment maps captured using a 3D printed bunny on a
white sheet of paper placed in various real world environ-
ments. For each estimate, we first determine the pose of the
camera using a known printed pattern printed on the white
paper near the bunny location, we obtain correspondences
from the camera image to the known pattern and use the
OpenGV [3] library implementation of the UPnP [4] algo-
rithm to obtain the camera pose. Using the known intrin-
sic parameters of the camera, we mirror the scene in Mit-
suba2 by matching camera parameters to Mitsuba’s pinhole

Figure 1. Estimated environment maps for a 3D printed teapot. In
the top row, we show a cropped ground truth environment map
centered on a display placed above the object. The middle row
shows the estimated environment map with the same crop applied,
and the bottom row shows the observed images captured using the
camera.

camera model. Since the 3D printed object was not affixed
to the sheet of paper, we also perform a manual alignment
step to ensure the 2D position and 1D rotation of the bunny
match the captured image. We point out that much of this
pipeline could be automated using standard object detection
and pose estimation techniques. We also suggest that future
work could utilize Equation 1 to refine the object position
directly using a renderer capable of calculating derivatives
of geometric parameters, such as the pose of a mesh.

Overall, the reconstructions are reasonable, and all ma-
jor bright sources in the scene are recovered. It may not be
surprising that the sun is recovered, but for the more indi-
rectly illuminated scenes, the reconstructions contain more
interesting detail. For example, in the second major row of
Figure 2, most of the blue sky and a specular reflection of
the sun from a building surface are recovered. In the first
major row, the square shape of the window is recovered, as
well as the light source in the upper left corner. There ap-
pear to be some artifacts near the horizon, as expected and
discussed in relation to Figure 7 in the main text.



Notably, the reconstructions appear to fixate on the
brightest sources, but when the brightest sources are
blocked, as in the last row of Figure 2, the resulting envi-
ronment map estimates contain less bright sources. It is a
topic of future work to explore the effective dynamic range
of estimated environment maps.

Differential Illumination Estimation One application of
using objects as cameras could be for static surveillance
cameras that observe a scene over a period of time. While
most of the environment map will remain unchanged, can a
person walking by be detected in the subtle changes to the
observed image?

In Figure 4, we captured a sequence of four images of
the bunny, each at a different point in time as a person was
walking by. As seen in the top row ground truth environ-
ment maps, the person is moving from right to left from
the perspective of the object. We preprocess the observed
images by subtracting the first frame from the last three
frames. As such, our observed images contain both positive
and negative values, as seen in the bottom row of Figure 4.
Given these observed images, we perform the environment
map estimate without the non-negativity constraint, so the
estimated environment map contains both positive and neg-
ative values. We can observe a moving negative region as
the person blocks the sky behind them, and a brighter region
where the sky was originally blocked in the first frame.

Such an approach could be used to detect subtle vari-
ations in the observed scene, and this experiment demon-
strates the feasibility of estimating “differential environ-
ment maps” that explain how the observed scene changes
as the surrounding illumination changes.

Albedo Estimation using Realistic Environment Maps
In the main text we demonstrated the simultaneous estima-
tion of albedo and illumination for somewhat simple local-
ized light sources. We show a similar result in Figure 5,
but in this case use more realistic environment maps. We
found that letting the alternating update method run to con-
vergence led to poor estimates of the individual environ-
ment maps, while the albedo appeared largely unchanged
for much of the optimization. Instead, we show albedo and
environment map estimates after only 3 iterations. The re-
sulting albedo looks reasonable, and the environment maps
appear to correspond far more closely to ground truth than
the results obtained after full convergence.

More analysis is necessary to determine when our alter-
nating update scheme is successful, but this result highlights
some of the inherent difficulty of this setting. In particu-
lar, it appears as though an excess of energy was placed
in the top center of the fully converged environment map
estimates, which corresponds to the retro-reflective light di-
rection. This led to a reduction in residual error but did not

improve results.

3. Robustness to Sensor Noise
Estimates with Simulated Noise Regardless of the accu-
racy of a given ray transport matrix used for reconstruction,
any real image will have some amount of noise from the
sensor. This includes shot noise caused by the random ar-
rival time of photons, which is a Poisson process, and noise
from the analog electronics in the sensor from thermal ef-
fects or dark current, which can be approximated by a Gaus-
sian process. As such, we start with a “No Noise” image
obtained from a path tracer with sufficiently high samples
per pixel. We then add Poisson noise based on the pixel in-
tensities of the “No Noise” image and add Gaussian noise
with some standard deviation to the shot noise image.

We show results in Figure 7, where we plot the structural
similarity index measure (SSIM) of the ground truth envi-
ronment map compared to the estimated environment map
given a noisey image. We see that reconstructions only be-
gin to significantly degrade once sufficient Gaussian noise
is added to the observed image. This provides some con-
fidence that our method should work under realistic noise
environments.

Variance from Path Tracer in Synthetic Results For all
of our synthetic results, we render observed images using a
path tracer. This is to ensure we are actually solving the in-
verse problem, as opposed to generating synthetic observed
images using the ray transport matrix itself. If the observed
images are rendered without enough samples per pixel, esti-
mated environment maps are poor due to the variance of the
path tracer’s monte carlo estimate of the true image. This
variance does not have an obvious physical analog, so we
prefer to use sufficient samples to avoid problems. Figure 8
shows a range of values for the samples per pixel and the
corresponding reconstruction results. We used these recon-
struction results to determine how many samples per pixel
to use in our synthetic experiments.

Using a Higher Resolution Ray Transport Matrix In
the main text we used environment maps with a resolution
of 32×64, which provided a decent trade-off between com-
putation time and resolution. However, there is no reason
that our method could not be used with higher resolutions.
Unfortunately, the use of higher resolutions comes at a sig-
nificant computational cost, as doubling the resolution in-
creases the ray transport matrix memory requirements and
flops for a forward calculation by 4×. Inverting A>A has
a higher computational cost as the ray transport matrix in-
creases in size. While out of the scope of the paper, the
uncertainty maps in Figure 7 of the main text may provide a
useful cue for irregular-sampling of the ray transport matrix



Figure 2. Environment map estimates using real data captured using the 3D printed bunny placed on a white sheet of paper and placed
in various real environments. The left column shows the observed image captured by the camera and the corresponding reconstruction
from the estimated environment map. The middle two columns shows a full-resolution ground truth environment map displayed with two
gamma correction factors and the same environment map resized to the dimensions of the estimated environment map. The right column
shows estimated environment maps. All environment maps are shown with two gamma correction factors to highlight the brightest sources
in the scene.

such that higher resolutions can be preserved while reduc-
ing the total size of the matrix. Below we discuss further
some of these issues and potential future directions when
scaling this method.

4. Additional Sources of Model Mismatch

The paper assumes much of the object and surrounding
surface is known, such as the surface geometry and material
properties. While we show some ability to handle unknown

diffuse albedo, there are other sources of model mismatch
that lead to failed illumination estimates. To provide such
a case study, we attempted to use photogrammetry to create
the surface mesh and approximate material properties from
a partial set of views. In this way, the complete model would
not be needed a priori and could be obtained using standard
computer vision tools. Results can be seen in Figure 10. We
believe these results highlight additional sources of model
mismatch that can be addressed in future work. We also
propose a simple extension to the paper that may handle



Figure 3. Visualization of main text Table 1 results. Predicted envi-
ronment maps compared to the gradient descent baseline for two
stopping criteria. Within a similar computation time as the pro-
posed method gradient descent produced lower quality estimates,
requiring a greater number of iterations to converge. While con-
vergence may be accelerated by using a larger learning rate, this
led to poorly converged results. Table 1 in the paper contains the
RMSE/SSIM values for these images.

some of these sources of error.
Below, we describe our photogrammetry experiments.

We make use of an existing photogrammetry pipeline Mesh-
room [5, 2, 1] to recover camera poses, scene geometry, and
diffuse albedo.

Using Meshes captured from Photogrammetry In prac-
tical settings, known 3D shape and camera orientation are
rarely available. We demonstrate our approach when the
visible surface is entirely estimated by photogrammetry. We
capture 10 images along a line about 2 meters away from the
object, sampling a limited set of viewpoints within about a
20 degree angular fan originating from the object. The re-
covered surface mesh from photogrammetry does not model
the back surfaces of the objects (see Figure 10a).

In order to obtain better results of texture estimates of
our surface mesh, we found it useful to capture two images
at each camera pose. The first image is taken with a flash,
and the second with no flash. We subtract out the non-flash
image from the flash image to remove all non-flash illumi-
nation from the image. The recovered flash-only images led
to much better results in the full surface estimation pipeline.

Masking out Object Surfaces For all of our experi-
ments, we create a segmentation mask to remove the pixels

of the object in the scene. We found that the reconstruc-
tions still succeed in these cases, but the region of the en-
vironment map pointed back towards the camera (i.e. the
retro-reflective direction) sometimes contains bright phan-
tom sources. We hypothesize that this is due to the lack of
shadow information for these illumination orientations (the
object blocks the image of the shadow from the camera per-
spective). For this reason, object surfaces can help reduce
this ambiguity. Adding object surfaces back into the recon-
structions reduce these artifacts, but do not seem to signifi-
cantly improve reconstruction in other incident illumination
directions.

While the reconstructions in Figure 10 show the two
brightest reconstructions (the blue on the left and yellow on
the right), the estimated environment map contains other ar-
tifacts. To this end, we hypothesize the following sources of
error are highly influential, and could be addressed in future
work. Given a ray transport matrix without these sources of
model mismatch, the main text demonstrates that high fre-
quency environment maps can be estimated.

Surface Mesh Error In Figure 10a, the carpet surface
seems well captured. However, the resulting geometric tex-
ture produces a complex appearance for grazing illumina-
tion angles near the horizon. If the recovered surface mesh
is incorrect, a small error in this mesh could cause it to cast a
shadow over many observed pixels. Simplifying the result-
ing mesh and baking in this fine surface detail into normal
maps may reduce the effect of false self-shadowing while
still maintaining realistic appearance for less extreme inci-
dent illuimation angles.

Albedo Estimation Error We use flash-only images
(using the processing described above) for photogramme-
try and albedo estimation. While the resulting textures
appear correct, small stitching artifacts and other artifacts
from non-uniform illumination from the flash are apparent
upon close inspection. While our method can be somewhat
robust to diffuse albedo under certain conditions, reducing
these artifacts may be beneficial.

Object Large relative to illumination distance Inter-
estingly, the estimated environment map in Figure 10 cor-
responding the “Dragon” appears compressed relative to
ground truth. The two brightest sources appear to be shifted
slightly to the left and are closer together than expected.
It’s important to note that the dragon is actually fairly
large, about 30cm tall, while the nearest illumination source
(the blue-tinted source) is only about 0.5 meters from the
dragon. Furthermore, the other bright source, the yellow-
tinted luminaire is only about 2 meters from the dragon
center. In this situation, the dragon’s size may introduce
a warped environment map estimate due to parallax. The
use of environment maps may be inappropriate for nearby
light sources, and instead a more general 4D light field
may be necessary to account for such effects. Regardless,



Figure 4. Estimated “differential environment maps” given a temporally subtracted image. The top row shows the starting frame from a
sequence of 4 images with a human figure (magenta). The second row shows the subsequent 3 images in the sequence as the human figure
(cyan) moves from right to left in the frame. The third row shows the estimated environment maps without a non-negativity constraint
applied, showing how adding a figure subtracts light (cyan), and removing a figure adds light (magenta) to the scene from particular
directions. The bottom row shows the observed differential images taken by subtracting the observed image corresponding to the top row
from the observed image corresponding to the second row. All images have been normalized with a maximum value of either [-1,1] for
display purposes.

Figure 5. Simultaneous estimation of illumination and albedo for realistic outdoor environment maps. Solving the same problem shown in
Figure 3 of the main text, but with realistic extended sources. On the left column we see three observed images. Given known geometry
but unknown albedo, a ray transport matrix was generated using a white albedo for all surfaces. The second column shows the per-pixel
estimated albedo after convergence. The environment maps associated with each observed image are shown in the next 3 columns: (third
column) The ground truth environment map for 3 realistic scenes, (fourth column) estimated environment maps after running all iterations,
(fifth column) estimated environment maps when running for 3 iterations where more structure is preserved.

warped estimated environment maps may still be useful for
re-lighting or applications where accurate angular recovery
is not needed.

Updating the Ray Transport Matrix We might also at-
tempt to reduce model-mismatch by optimizing the ray-
transport matrix using a differentiable renderer. While we
did not make use of the feature in the experiments, Mit-
suba2 [6] can calculate gradients of internal scene parame-
ters with respect to rendered pixels. We sketch out a simple
way to incorporate our lighting estimates to iteratively up-
date the ray transport matrix. This would be very useful, as

effects such as global illumination are not modeled by our
linear diffuse albedo model, but could be “baked-in” to the
ray transport matrix. In this way, we could alternately solve
for illumination and rendering parameters to account for
non-linear interactions of parameters such as color bleed-
ing.

Given an initial guess of the scene parameters, θ, and
an illumination estimate, x̃, we can minimize the following
objective.

argmin
θ

||fθ(x̃)− y||22 + λiRi(θ)

s.t. C(θ) > 0
(1)



Figure 6. Ground truth albedo maps used to compute the
RMSE/SSIM metrics in Fig 3 and Table 1 in the paper. Mitsuba2
‘aov‘ integrator was used to output the per-pixel uv coordinates,
which were then read from the texture. This also enabled measure-
ments of the RMSE/SSIM of the recovered albedo texture obtained
using Mitsuba2 autodifferentiation and gradient descent in image
space for the gradient descent section of Table 1. Note that some
artifacts from the Mitsuba2 ‘aov‘ integrator are apparent near the
feet and ears of the bunny, potentially artificially raising the RMSE
of the estimated albedos.

With regularization terms Ri(θ) and constraints, C(θ),
which indicates physically valid parameter values, and y,
the pixel data for the captured image. Equation 1 can
be solved using stochastic gradient descent. The resulting
scene can be used to render a new transport matrix for en-
vironment map estimation using the method described in
the paper, alternating with the scheme described above un-
til convergence.

5. Alleviating Storage Requirements for Large
Linear Models

One potential drawback of the linear systems approach to
high frequency illumination estimation is that the size of the
model matrix A can become quite large for modestly sized
problems, and this can lead to memory issues. In the main
text we largely avoided this issue by limiting ourselves to
low resolution measurement images and environment map
estimates. However there are more sophisticated strategies
that exploit the peculiar nature of the illumination estima-
tion problem to reduce memory requirements.

The unwieldly size of A is due to the fact that it is effec-
tively a 4-dimensional structure that maps 2D environment
maps to 2D measurement images. However, all of the infor-
mation required to generate A can be stored in a lower di-
mensional surface mesh and texture map. This suggests the
possibility of more memory-efficient inversion algorithms
that could query a rendering engine to obtain necessary ma-
trix elements rather than forming the entire matrix in mem-
ory.

As an example, consider the linear system posed in Eq.
6 of the main text. The system can be written more simply
as

Bx = (A>A+R)x = A>y = z (2)

We note that B has dimensions N ×N and z has dimen-
sion N , where N is the size of the environment map vector.

These dimensions are independent of the number of pixels
(M ) in the measurement image. If we could form this sy-
sem directly, without storing A, this would make the use
of high resolution measurement images more practical. The
elements of B and z can be written as

Bij = ai
>aj + rij , zi = a>i y. (3)

Here rij denotes the ijth element of R, and ai is the
ith column of A, which can be generated using a rendering
engine. We see that each element of B can be generated
by rendering and taking the inner product of two frames.
Because B is symmetric, N2 total frames (N2M total pix-
els) must be rendered to generate the entire matrix. These
frames could be recycled to generate z.

Although this method allows us to avoid storing A di-
rectly, we have traded speed for memory. Although A may
be much larger than A>A when the measurement images
are large, A can be generated from just N rendered frames
(NM pixels). As an intermediate option we might instead
consider the case where we are allowed to store blocks of
A with a maximum size of s2 entries. In this case we can
compute the product A>A using block matrix multiplica-
tion. By re-using elements in the pre-rendered block, we
can reduce the number of pixels that need to be rendered
by approximately a factor of s, such that we only need to
render 1

2sN(N − 1)M pixels total.
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Figure 7. Estimated environment maps given noisy observations and their corresponding structure similarity index measure (SSIM). We
synthetically added noise to a rendered image with pixel values between [0,1]. (Right column) Estimated environment maps with no noise,
Poisson (i.e. shot noise) only, and Poisson + additive Gaussian noise with increasing standard deviation (σ) and zero mean. (Bottom left)
The SSIM plotted against SNR (20 log10(

1
σ
)) in dB.



Figure 8. Estimated environment maps compared to ground truth
given rendered observed images with decreasing number of sam-
ples per pixel (spp). The left column shows the rendered ob-
served images with decreasing number of spp, and the right col-
umn shows ground truth and the estimated environment map given
the corresponding observed image.

Figure 9. Higher resolution estimates. Illumination estimation
using a higher resolution ray transport matrix (environment map
62 × 128), using the same regularization parameters used in the
main text. Reconstructions are not significantly better than the
lower resolution case and artifacts are apparent. This suggests that
tuning regularization parameters could improve results for higher
resolution reconstructions.



Figure 10. Estimation results from meshes obtained using photogrammetry. The left set of panels shows the capture and pre-processing
approach: (a) Using photogrammetry, we obtain a camera pose, surface mesh, and diffuse texture. We capture two images (b) a flash image
and (c) an image without a flash. (d) We use the flash-only image as input to the texture estimation using photogrammetry. On the right
section, we use the approach on the left to recover the 3D geometry and diffuse texture of three objects: a book, monster, and dragon. For
each of these objects we generate the corresponding ray transfer matrix and produce an estimated environment map. While the brightest
sources can be identified in the estimated environment maps, the estimates appear to suffer from model mismatch, such as the warped
recovery due to the larger dragon object and nearby light fixture. Addressing these failure modes is an area for future work.


