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In the supplementary materials, we first illustrate some detailed architectures of our proposed PlaneTR. Then, we show
more qualitative results on the ScanNet [1]] and NYUv2-Plane [4] datasets.

1. Detailed Architecture

Our network mainly consists of a feature extraction backbone, a Transformer branch and a convolution branch. The
feature extraction backbone is built upon the HRNet-w32 [5]. Consider that the input image size is 192 x 256, we modify
the stride in the first convolution layer of HRNet-w32 to 1 to keep enough space resolution of the output feature maps. The
convolution branch contains a Plane Embedding Decoder for plane instance segmentation and a pixel-wise Depth Decoder
for depth estimation in non-plane regions. Both these two decoders have the same architecture except the last convolution
layer for the output prediction as shown in Fig.
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Figure 1. Architecture of the convolution decoder.

2. More Qualitative Results

Plane Instance Segmentation. In Fig.|2] we show the plane instance segmentation results of our proposed PlaneTR against
PlaneNet [3[], PlaneRCNN [2]] and PlaneAE [7] on the ScanNet dataset [[L]. Under each predicted segmentation result, we
further list its segmentation metrics, including RI, VI and SC. As shown in Fig. 2] our method outperforms all other methods.
Besides, more comparisons of the segmentation results on the NYUv2-Plane dataset [4] are shown in Fig. 3]

Plane Recovery. In Fig.[d] we show more piece-wise planar reconstruction results of our method on the ScanNet dataset.
The input line segments are detected by recent state-of-the-art line segment detection algorithm HAWP [6] with pretrained
model. Besides, the depth maps are achieved by first calculating the depth values of plane regions via the predicted 3D planar
parameters and then filling out the non-plane region with predicted pixel-wise depth from the Depth Decoder. As we can see,
our method can reasonably reconstruct the detected planes in the scene.

Guidance of Line Segments. In Fig.[5] we show more results about how the input line segments guide the detection of
planes in our proposed PlaneTR. The setting ‘w/o line segments’ means that we input an empty line segment sequence into
the network in inference stage. As shown in Fig. 5] with the guidance of line segments, PlaneTR can successfully detect
the planes which are missed in the setting of ‘w/o line segments’. It demonstrates that PlaneTR can effectively utilizes the
holistic structures cues from the line segments.
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Figure 2. Comparison of plane instance segmentation results on the ScanNet dataset [[]]. Red, green and blue numbers indicate RI, VI and
SC, respectively.
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Figure 3. Comparison of plane instance segmentation results on the NYUv2-Plane dataset [4]]
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Figure 4. Piece-wise planar reconstruction results on the ScanNet dataset
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Figure 5. Illustration of plane detection guided by line segments in the proposed PlaneTR. Here, ‘w/0’ and ‘w/’ mean ‘without’ and ‘with’,
respectively
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