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Abstract

Due to the limitation of space in the main paper, we pro-
vide more detailed analysis for the proposed DTL frame-
work and present more experimental results in this supple-
mentary material. Specifically, in Sec.1, we describe more
detailed mathematical formulation of the event representa-
tion. Sec.2 provides more details for the proposed feature-
level transfer loss where we illustrate the feature transfor-
mation and matching using graphs. In Sec.3, we provide
more experimental results on semantic segmentation, to-
gether with the the results with HDR scenes. Lastly, in
Sec.4, we present the implementation details of depth es-
timation and present more experimental results.

1. Event Representation

As DNNGs are designed for image-/tensor-like inputs, we
first describe the way of event embedding. An event e is
interpreted as a tuple (u, ¢, p), where u = (z,y) is the pixel
coordinate, ¢ is the timestamp, and p is the polarity indicat-
ing the sign of brightness change. An event occurs when-
ever a change in log-scale intensity exceeds a threshold C.
To process event streams using DNNG, it is required to stack
sparse events into image-like or a fixed tensor-like represen-
tations [0, 13, 17]. An event camera interprets the intensity
changes as asynchronous event streams.

L(z,y,t) — L(x,y,t — At) > pC (1)

where p € {—1, 1}, and At is the time interval since the last
event at pixel u = (z,y). A number of events are triggered
in a given time interval At¢, which can be denoted as:
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A natural choice is to encode events in a spatial-temporal
3D volume to a voxel grid [13] or event frame [6] or multi-
channel image [1, 17, 21]. In this work, consider repre-
senting events in a multi-channel representation. As show

in Table 1, we compare the dimensions of the commonly
used event representation, and describe its characteristics in
keeping temporal and polarity information. In comparison,
although they have different intuitions regarding how event
information is extracted, they all share similar characteris-
tics as they aim to convert sparse event streams to an event
tensor with certain channel dimension. There is no absolute
criteria determining which is better and which is worse as
their performance on the vision tasks varies. In the paper,
we consider to represent events to multi-channel image as
the inputs to the DNNSs, as done in [16, 17, 21]. The event
volume can be described as:
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where n is the number of channels, and each pixel u sums
the values of p; that fall within it. In the ablation study on
the semantic segmentation task as shown in Table 5 of main
paper, we find a multi-channel representation shows better
results than the others.

2. Details of Feature-level Transfer

As the feature representations of the decoder Ds for
the EIT branch deliver fine-grained visual structural infor-
mation of scenes, we leverage these visual knowledge to
guide the feature representation of the decoder D of the
EEL branch. To this end, we propose a novel approach to
transfer the instance-level similarity along the spatial loca-
tions between EIT branch and EEL branch based on affin-
ity graphs, as shown in Fig. 1(a). We extract the feature
maps at the penultimate layer of the EEL decoder and EIT
decoder, respectively. Note that it is approachable to ex-
tract multiple features from the different positions of the
encoders; however, we find that the penultimate layer is in-
formative than the layers in other positions. We thus only
leverage the penultimate layer as the feature output layer.
As the channel dimension of the feature maps from both



Table 1: A comparison of different event representation approaches. H and W represent the spatial resolution of events. B
and C represents the number of bins and channels, respectively.

Method Dimensions of representation | Temporal information Description

Event frame [0, 20] 4xHXW Lost Sum of each polarity

Voxel grid [13, 21] BxHxW Retained in B bins 3D voxel volume by summing events
Multi-channel [16, 17, 21] CxHxW Retained in C channels | Accumulated events with fixed numbers
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Figure 1: An illustration of the proposed feature-level transfer loss. (a) The overall framework of calculating the feature affinity vectors
from the EIT and EEL decoders. (b) The details of representing instances as nodes and edges, which are then represented as the instance
feature affinity maps. (c) Detailed structure of the feature transformer.
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Figure 2: Additional feature visualizations of EEL and EIT
branches.
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branches may be different in some cases, we then design
a feature transformer, which transforms the feature dimen-
sions of EEL branch to the same dimension as the feature
map of EIT branch, as shown in Fig. 1(c). The feature trans-
former consists of one 1x1 convolution layer, followed by a
batch normalization layer and a Relu activation function. To
calculate the spatial pair-wise relations between the feature
maps, we represent the features in instance affinity graphs,
as shown in Fig. 1(b). Specifically, the node represents a
spatial location of an instance (e.g., car), and the edges con-

nected between two nodes represent the similarity of pixels.
For events, if we denote the connection range (neighbor-
hood size) as o, then nearby events within o (9 nodes in
Fig. 1(b)) are considered for computing affinity contiguity.
It is possible to adjust each node’s granularity to control the
size of the affinity graph; however, as events are sparse, we
do not consider this factor. In such a way, we can aggregate
top-o nodes according to the spatial distances and repre-
sent the affinity feature of a certain node. For a feature map
F ~ REXHXW (I TV is the spatial resolution and C' is
the number of channels), the affinity graph contains nodes
with H x W x o connections. We denote AZ/T and AZEL
are the affinity graph between the a-th node and the b-th
node obtained from the EIT and EEL branch, respectively,
which is formulated as:
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where R = {1,2,--- , H x W} indicates all the nodes in
the graph. The similarity between two nodes, depicted as
the pink lines in Fig. 1(b), is calculated from the aggregated
features F, and F}, as:
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where FT is the transposed feature vector of F},.
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Figure 3: Qualitative results on DDD17 test sequence provided by [1]. (a) Events, (b) Segmentation results on events, (c) APS frames, (d)
Segmentation results on APS frames, (e) Generated intensity images from events, (f) Pseudo GT labels.

3. Event-based Semantic Segmentation

Implementation details. @~ We use the state-of-the-art
DeepLabv3 (with ResNet101) [2] as the semantic segmen-
tation network. The hyper-parameters A1, A2, A3 and )\, are
setas 1, 1, 0.1 and 1, respectively. In the training, we set
the learning rate as le — 3 and use the stochastic gradient
descent (SGD) optimizer with weight decay rate of 5e —6 to
avoid overfiting. As the common classification accuracy is
not well fit for semantic segmentation, we use the following
metric to evaluate the performance, as done in the literature
[2, 3]. The intersection of union (IoU) score is calculated as
the ratio of intersection and union between the ground-truth
mask and the predicted segmentation mask for each class.
We use the mean IoU (MIoU) to measure the effectiveness
of segmentation.

3.1. Evaluation on DDD17 dataset

General scene We first present the experimental results on
the DDD17 dataset [1]. The visual results in Fig. 3 further
verify the effectiveness of the proposed DTL framework.
Overall, the segmentation results on events are comparable
to those based on the APS frames, and some are even bet-
ter than those based on the APS frames, e.g., the 1st and
2nd rows. Meanwhile, our method generates convincing in-
tensity images from EIT branch (5th column), The results
indicate that, although events only reflect the edge informa-
tion, our method successfully explores the feature-level and

Table 2: Segmentation performance of our method and the base-
line on the test data DDD17 dataset, measured by MIoU. The base-
line is trained using the pseudo labels made by the APS frames.

Method
Baseline-Deeplabv3
Our (no GT)-Deeplabv3
Ours-Deeplabv3

Event Rep. MIoU
Multi-channel 50.92
Multi-channel 56.52 (+6.60)
Multi-channel 58.80 (+ 7.88)

prediction-level knowledge to facilitate the end-task learn-
ing. The simple yet flexible approach brings a significant
performance boost on the end-task learning.

High dynamic range (HDR). HDR is one distinct advan-
tage of an event camera. Even when APS frames are ill-
exposed, events capture the intensity changes. We show
the segmentation network shows promising performance in
the extreme condition. The qualitative results are shown
in Fig. 4. As can be seen, the APS frames (Fig. 4(d)) are
over-exposed, making these images failed to be segmented
by the segmentation network (as shown in Fig. 4(d)). How-
ever, events capture the scene details (as shown in Fig. 4(a)),
which enables the segmentation network to successfully
learn from these details and shows more convincing seg-
mentation results. Meanwhile, with events, our method
also reconstructs realistic intensity images with visual de-
tails that are lost in the APS frames.

Segmentation without using GT labels. With the EIT
branch empowered by the teacher model, we show that
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Figure 4: Semantic segmentation results on the HDR scenes of the DDD17 dataset. (a) Events, (b) Segmentation results on events, (c)
APS frames, (d) Segmentation results on APS frames, (e) Generated intensity images from events, (f) Pseudo GT labels.
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Figure 5: Semantic segmentation results without using the GT labels on the DDD17 dataset. (a) Events, (b) Segmentation results on
events, (c) APS frames, (d) Segmentation results on APS frames, (e) Generated intensity images from events, (f) Pseudo GT labels.

our DTL framework can learn to segment events without
using the semantic labels. The quantitative evaluation is
given in Table 2 and the qualitative results are in Fig. 5.
Numerically, even without using the ground truth labels,
our method achieves 56.52% MIoU, which significantly en-
hances the semantic segmentation performance by 6.60%
MIoU than the baseline. Compared with the SOTA meth-
ods [1, 5], our method still surpasses them with around 2%
MlIoU. The qualitative results also validate the numerical
results.

3.2. Evaluation on MVSEC dataset

To further validate the effectiveness of the proposed DTL
framework, we utilize the MVSEC dataset [21], which con-
tains various driving scenes for 3D scene perception. As
there are no semantic segmentation labels in this dataset, to
quantitatively evaluate our method, we also utilize the APS

frames to generate pseudo labels based on a network [2]
pre-trained on the Cityscapes dataset (grayscale) [4], simi-
lar to [1], as our comparison baseline. Due to the poor qual-
ity of APS frames in the ‘dayl’ sequence, we mainly use
‘day2’ sequence and divide the data into training (around
10K paired embedded events and APS frames) and test (378
paired embedded events and APS frames) sets based on the
way of splitting DDD17 dataset in [1]. For the training data,
we remove the redundant sequences, such as vehicles stop-
ping in the traffic lights, etc. We also use the night driving
sequences to show the advantage of events on HDR.

The qualitative results are shown in Fig. 6 and Table 3.
In Fig. 6, we mainly show the results in the general con-
dition. Using a multi-channel event representation in Ta-
ble 3, the proposed DTL framework significantly surpasses
the baseline by a noticeable margin with around 10.3% in-



Figure 6: Qualitative results of semantic segmentation and image translation on the MVSEC dataset. (a) Events, (b) Segmentation results
on events, (c) APS frames, (d) Segmentation results on APS frames, (e) Generated intensity images from events, (f) Pseudo GT labels.

Table 3: Segmentation performance of our method and the base-
line on the test data [19], measured by MIoU. The baseline is
trained using the pseudo labels made by the APS frames.

Method
Baseline-Deeplabv3
Ours-Deeplabv3

Event Rep. MloU
Multi-channel 50.53
Multi-channel 60.82 (+ 10.29)

crease of MlIoU. The results indicate a significant perfor-
mance boost for semantic segmentation. The effectiveness
can also be verified from visual results in Fig. 6. As can
be seen, the semantic segmentation results (2nd column)
are fairly convincing compared with the results on APS
frames (4th column) and the pseudo GT labels (6th col-
umn). Meanwhile, our method also generates very realistic
intensity images (5th column) from the EIT branch. The re-
sults on both semantic segmentation and image translation
show that our the proposed DTL framework successfully
exploit the knowledge from one branch to enhance the per-
formance of the other.

Importance of Tanh function. In the main paper, we men-
tioned that using Tanh activation function at the last layer of
the EIT decoder is very important. We now provide some
visual examples to show the effectiveness. The visual com-
parison is shown in Fig. 7. As can be clearly verified, the
generated images without using Tanh function are with no-
ticeable artifacts, especially with black spots, as shown in
Fig. 7(b). When the Tanh activation function is added, the
artifacts are removed as shown in Fig. 7(c).

Figure 7: Visual comparison of the generated images with and
without using Tanh activation function in the EIT decoder. (a)
Events, (b) Generated images without Tanh function. (c) Gener-
ated images with Tanh activation functions.

4. Monocular Dense Depth Estimation

Event-based depth estimation is the task of predicting
the depth of scene at each pixel in the image plane, and is
important for various applications, e.g., autonomous driv-
ing [19]. Previous works for event-based depth estimation
have most focused on sparse or semi-dense depth estima-
tion [10, 11, 12, 15, 18]. Recently, DNN has been applied
to stereo events to generate dense depth predictions [14]
and to estimate monocular semi-dense depth [21]. Some
other works have focused on the dense depth estimation
with only events [9] or with additional inputs [7]. We show
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Figure 8: The proposed network structure for monocular dense depth estimation.

that the proposed DTL framework is also capable of pre-
dicting monocular dense depth from sparse event data.
Implementation details. We use Unet network structure,
inspired by [8], as the depth estimation network. We then
extend it by adding the event to image translation branch
based on the depth estimation network, as shown in Fig. 8.
The object function is exactly similar to the one (Eq. 6 in
the main paper) for semantic segmentation except the su-
pervision loss, which is changed to the regression loss (e.g.,
L1 loss) instead of multi-classification cross-entropy loss.
The hyper-parameters A1, A2, Az and A4 are set as 100, 100,
1 and 20, respectively. In the training, we set the learning
rate as 2e — 4 and use the Adam optimizer with weight de-
cay rate of e — 6 to avoid overfiting. We use the following
metric to evaluate the performance, as done in the literature
[8, 21]. To evaluate the scale-invariant depth, we use the ab-
solute relative error (Abs. Rel.), logarithmic mean squared
error (RMSELog), scale invariant logarithmic error (SILog)
and accuracy (Acc.). The mathematical formulations are as
follows:

d; d.
Acc. =% of d; s.t. Inax(y7 d—’) =o <th, (6)
1 2 1 2 U
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We present quantitative and qualitative results and com-
pare with the baseline settings and prior methods [14, 21]

with sparse event data as inputs on the MVSEC dataset
[19]. We read the online available ROS bag data and rep-
resent the events with the representation method in Sec. 1,
which are formed by two consecutive frames and ground
truth depth labels. We use outdoor_day2 sequence of the
MVSEC dataset and select around 10K embedded event
image and APS image pairs with their synchronized depth
GT images to train the proposed DTL framework, similar to
[14, 21]. We then utilize the outdoor_dayl sequence (nor-
mal driving condition), outdoor_nightl, outdoor_night2 and
outdoor_night3 sequences (night driving condition) as the
test sets. We train the DTL framework for 200 epochs and
perform data augmentation by randomly scaling, cropping
and flipping the training examples.

The additional qualitative results for HDR scene are
shown in Fig. 9. As can be noticed from Fig. 9, the pro-
posed DTL framework not only shows convincing perfor-
mance on the depth prediction task but also reconstructs
intensity frames with more detailed structures. Compared
with the GT depth, the predicted depth better preserves the
shapes and structures of objects, such as buildings, trees,
cars, etc. Although having perfect alignment of depth with
events is difficult to achieve in real-world data, our method
predicts depth with sharp edges and shows more convinc-
ing results. Meanwhile, the DTL framework also enhances
performance on image translation, where we can see the
translated images are close to the APS frames. Our method
shows a distinctive advantage on the HDR scene. As shown
in Fig. 9, when the APS frames all fail to predict the correct
depth information (6th column), events show very convinc-
ing depth estimation results. The EIT branch successfully
generates realistic intensity images (3rd column) and shows
better depth estimation results (5th column) than those of
APS frames.



Figure 9: Qualitative results for monocular dense depth estimation on the HDR scenes. (a) Events, (b) Dark APS frames, (c) Generated
intensity images, (d) Predicted depth on events, (e) Predicted depth on the generated intensity images, (f) Predicted depth on APS frames,

(g) Depth GT.

Figure 10: Impact of DTL on image translation. (a) Events, (b) Translated images without DTL, (c) Translated images with DTL.

5. Discussions

The effectiveness of TL module for EIT branch. Al-
though the EIT branch is regarded as an auxiliary task in
the proposed DTL framework, we show that it also bene-
fits the EIT learning. We qualitatively compare the qual-
ity of translated images with and without using the DTL
framework. Fig. 10 (enlarged one for showing better de-
tails) shows the visual results. In contrast to the generated
images without DTL (2nd column), the results with DTL
are shown to have more complete semantic information and
better structural details, as shown in the cropped patches in
the 3rd column. Interestingly, better structural details, e.g.,
cars, buildings and trees, are restored. The experimental

results show that our method works effectively on sparse
events and are shown successful not only for the end-tasks
but also for the image translation.

Value of this work for the community In this paper, we
have demonstrated the effectiveness of the proposed DTL
framework for event-based end-task learning. In the exper-
imental results on semantic segmentation and depth estima-
tion, the proposed DTL framework have achieved a signif-
icant performance boost than the existing methods and the
baselines. Although our framework is concentrated on the
event data, it is apparent that the proposed method is a gen-
eral framework for other modality data, such as depth and
thermal camera data. As event to image translation is way to
represent events to the image domain, we take the feature-



level information as very important knowledge for learning
better representation on the sparse events. This also applies
to the depth and thermal camera data which are also sparse
to some extent. In the future work, we plan to extend the
proposed framework to other modality data, especially for
demonstrating the high dynamic range imaging in the over-
exposed and under-exposed illumination conditions.
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